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Effectiveness retention ratio and its standardization
Victor A. Netes, Moscow Technical University of Communications and Informatics, Moscow, Russian Federation
v.a.netes@mtuci.ru

Abstract. Aim. To promote a better understanding, a wider and more correct application 
of the effectiveness retention ratio. That is the measure that is best suited for assessing 
the dependability of complex technical systems, in which partial failures are possible that 
put a system into intermediate states between complete up and down ones. Methods. The 
paper uses the methods of the probability theory and comparative analysis of texts of inter-
state (Euro-Asian), Russian and international dependability-related standards. Results. The 
principal contribution of Russian researchers to the creation and development of methods 
for applying effectiveness indicators to estimating the dependability of complex systems is 
pointed out. Shortcomings were identified in the basic dependability-related standards as re-
gards the effectiveness retention ratio and related concepts. Namely, in terminology standard 
GOST 27.002–2015, the phrases that require improvement are indicated. They relate to the 
concepts of partial failure, partial up state and partial down state. A broader and more ac-
curate definition of partial failure is suggested. It is noted that the relationship between par-
tially up and partially down states are to be discussed and clarified. GOST 27.003–2016 that 
establishes the content and general rules for specifying dependability requirements contains 
wording errors in the classification of items according to the number of possible (taken into 
consideration) states and in the examples of possible variants of the effectiveness retention 
ratio in various branches of technology that are probabilities of task completion, etc. The pa-
per suggests corrections to the appropriate wordings. It has been established that although 
the effectiveness retention ratio is not referred to in the international dependability-related 
terminology standard (IEC 60050-192:2015), it implicitly appears in two IEC standards (IEC 
61703:2016 and IEC 62673:2013), in which it is assigned to availability measures. Conclu-
sion. The paper’s findings will be useful to experts involved in the assessment and stand-
ardization of complex technical system dependability. Their implementation will help improve 
interstate, Russian and international dependability-related standards.

Keywords: complex system, dependability, partial failure, effectiveness retention ratio, output 
effect, interstate (Euro-Asian), Russian and international standards.
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Introduction

Conventional dependability measures that characterize 
reliability and availability are defined on the assumption 
that a technical item can be in one of two states: up or 
down. However, many complex systems are characterized 
by partial failures that put the item into an intermediate 
state with reduced (partial) operability. The main depend-
ability measure for such systems is the effectiveness 
retention ratio ( ERR) that was covered in a number of 
publications referred to below.

The purpose of this paper is to promote a better 
understanding of the ERR, its broader and more cor-
rect application. It is intended for experts involved in 
the assessment and standardization of complex system 
dependability. The author analyses the degree and cor-
rectness of how ERR is captured in interstate, Russian 
and international standards adopted over the recent 
years. The concepts of partial failure and partially 
up and down states closely associated with ERR are 
also examined. The conducted analysis revealed the 
shortcomings present in those standards. Appropriate 
corrections are suggested.

Background

The need to consider systems with more than two levels 
of operability became clear as early as in 1960s. That was 
mentioned in the classic monograph [1]. In particular, 
it states that “the concept of failure associated with a 
complete or significant loss of operability of a [complex] 
system appears to be quite artificial. <…> In such cases, 
dependability of a system should be understood as the 
stability of efficiency subject to the dependability of the 
parts the system is composed of” [1, p. 84]. However, 
this idea was not further developed in this book. In the 
general mathematical model, the dependability measures 
were defined on the basis of the phase space where a set 
of down states was specified.

The credit for the initial systematic description of 
the effectiveness calculation methods is due to I.A. 
Ushakov [2]. He has also done a lot to popularize this 
area of research. The appropriate sections were included 
in the commonly-used guidebooks [3–6]. However, his 
publications dealt with absolute effectiveness values 
determined with regard to dependability, whereas the 
other factors that affect effectiveness were practically 
ignored. Later, I.A. Ushakov arrived to the conclusion 
that a non-dimensional indicator should be considered 
that shows the relative decrease in the operating ef-
fectiveness of a system as its elements fail [7, p. 131], 
i.e., the ERR .

The first book that thoroughly examined the ERR , 
was [8]. It is well complemented by [9] that describes 
the process of ERR evaluation using computational 
and experimental method. These books are still rel-
evant these days and can be recommended to anyone 

interested in the topic. An overview of further findings 
as regards the ERR calculation and evaluation was 
presented in [10].

Definition and meaning of the ERR

The ERR can be found in Russian dependability-
related terminology standards as early as 1983. The 
definition has not changed much ever since, and in the 
current standard [11] is as follows: the ratio of the value 
of the effectiveness indicator of an item’s intended use 
over a certain period of operation to the nominal value 
of this indicator calculated under the assumption that the 
item is not affected by failures during the above period. In 
the international standards, this measure is not explicitly 
defined.

If we denote the item’s application effectiveness in-
dicator as E and its nominal value is E0, then the ratio 
defining the ERR denoted as Ref is as follows: Ref = E/E0. 
It should be emphasized that this formula defines what the 
ERR is, but does not provide the method for its practical 
calculation [8].

The effectiveness of an item’s intended use is un-
derstood as its property to create a certain useful result 
(output effect) over the period of operation under certain 
conditions [12]. The output effect is defined as the use-
ful result obtained in the course of the item’s operation. 
It can be defined in a number of ways. For instance, 
the output effect can be the revenue generated by an 
item’s operation and be expressed in monetary units. 
However, natural measures are more commonly used. 
Below are examples of the output effect for various 
types of systems:

- production systems, the quantity of released products 
(in pieces, tons, cubic meters, hectolitres, etc.);

- various service systems, the number of successfully 
served users or requests;

- transportation systems, the quantity of transported 
goods (in tons, cubic meters, etc.) or number of trans-
ported passengers;

- information and communication systems, the amount 
of transmitted, collected or processed information.

Usually, the mathematical expectation (average value) 
of the output effect is used as the effectiveness indicator. 
The meaning of the ERR is quite simple. For instance, 
let output effect be income, while Ref= 0.98. This means 
that, due to failures, the income generated by the item 
decreases on average by 2%.

Additionally, the probability of task completion can 
be taken as the effectiveness indicator. That is justified 
for intermittently operating and single use items [12]. 
The probability of task completion can also be repre-
sented as the mathematical expectation of the output 
effect. Indeed, if we set the output effect to 1 in the 
case the task has been completed , and 0 if otherwise, 
the mathematical expectation of such random value is 
equal to the probability that it takes the value of 1, i.e., 
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the probability of task completion . In such situation, 
the ERR takes a direct probabilistic meaning. It is equal 
to the probability that the task completion will not be 
disrupted by failures [8].

The ERR can also apply to items all of whose states 
can be clearly divided into up and down. That being 
said, it usually comes down to such conventional de-
pendability measures as availability, reliability, interval 
reliability [8]. In such situations, the ERR-based ap-
proach facilitates the correct selection of standardized 
measures .

Partial failure, partially up and partially 
down states

As noted above, the ERR is primarily required for 
systems that might be affected by partial failures. This 
concept is introduced in [11] in the note to the term “fail-
ure”, where it is stated that a partial failure is characterized 
by the transition of an item into a partially down state. 
Unfortunately, [11] provides no explanation of what that 
means, yet sets forth the concept of “partially up state”, 
i.e., a state of an item, in which it is capable of perform-
ing some functions, but at the same time is unable to 
perform some others. That definition is given in the note 
to the terms “up state” and “down state”. Thus, there is 
an inconsistency.

The question regarding the relationship between 
the partially up and partially down states can be 
answered in different ways. In the author’s opinion, 
those are essentially the same thing. For example, 
if, in a certain state, the output effect is 70% of the 
maximum value, then such state is 70% (partially) 
up and 30% (partially) down. That can be interpreted 
as the fuzzification of the failure criterion, i.e., the 
division of the whole set of states of an item into two 
complementary fuzzy subsets of up and down states 
(for the first time this idea was expressed in [13]). 
At the same time, some authors distinguish between 
the partially up and partially down states, believing 
that the former is closer to up state, and the latter is 
closer to down state [14, p. 53]. The issue therefore 
requires discussion and clarification.

Additionally, the definitions of partial failure and 
partially up/down state in [11] trace to the international 
terminology standard [15] and are only applicable to 
multifunctional items. However, those concepts should be 
considered for single-function items as well. For example, 
a process system may operate at reduced performance. 
Therefore, the associated wordings should be adjusted. 
In particular, a partially up/down state is to be defined 
as a state of an item with a reduced ability to function as 
required that is characterized by the loss of the ability to 
perform some, but not all, required functions or a reduced 
output effect. That will be close to the definition of the 
term “degraded state” in [15].

GOST 27.003-2016

The contents and general rules for specifying depend-
ability requirements are set out in standard [12]. The 
ERR is among the dependability measures used in it. 
This standard was adopted to replace [16] and largely 
repeats its basic provisions. Unfortunately, among the 
modifications made to [12] some are positive, but some 
are erroneous.

Let us start with the positive changes. While [16] re-
fers to products, [12] uses the more general term “item” 
(although this replacement was not done throughout the 
text and the word “product” is still found in the text). The 
relationship between these two concepts was thoroughly 
analysed in [17], so this matter is not addressed herewith. 
In [12], a useful note was added that explains the mean-
ing of effectiveness and defines output effect (those were 
given above).

On the other hand, a frustrating mistake was made 
in one of the paragraphs of [12] that is important for 
understanding the scope of the ERR application. It was 
briefly mentioned in [18]. The matter is that among the 
primary features, based on which items are classified 
as part of dependability requirements specification, is 
the number of possible (taken into consideration) states 
of an item in terms of operability in operation. Based 
on that feature, [16] identified products of type I that, 
in the course of operation, can be in two states, i.e., 
up or down, and type II that, aside from the two above 
states, can be in a number of partially up/down states 
initiated by partial failure. Standard [12] dropped the 
nondescript types designated by Roman numerals, but 
the corresponding paragraph of the standard (6.3.2) 
contains a nonsensical wording stating that items are 
subdivided into those that are in up state and those in 
down state.

The correct wording of this paragraph is as follows: in 
terms of the number of possible (taken into consideration) 
states (operability-wise), items are classified as: items 
that, in the course of operation, can be in two states, i.e., 
up or down, and items that, apart from the two above 
states, can be in a number of partially up/down states 
initiated by partial failure.

Additional explanations concerning the ERR are 
given in Annex A that is identical to that in [16]. It 
states that the ERR is a generalized term denoting a 
group of measures used in a number of industries with 
their own names, designations and definitions. Unfor-
tunately, several probabilistic measures are erroneously 
listed among the examples: “probability of specified 
output of a certain quality per work shift (month, quar-
ter, year)” for process systems, “probability of mission 
program completion” by a spacecraft, “probability of 
typical mission (flight mission) performance within a 
given time” by a plane. The error is that dependability 
and ability to perform a task (program, mission, etc.) 
must be distinguished. That matter was discussed in 
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detail in [19]. Indeed, an item’s ability to perform a 
task may depend on factors that are not related to its 
dependability. For example, a completely operable 
aircraft may fail to complete a task (flight mission) due 
to adverse weather conditions or improper actions by 
ground services. However, as noted above, the prob-
ability of task (program, mission, etc.) completion 
may be an effectiveness indicator used for determining 
the ERR .

GOST R 27.010-2019 
(IEC 61703:2016)  
and IEC 62673:2013

Standard [20] is based on the IEC standard [21] and 
is its modified version. It contains item 6.1.2.4 entitled 
“Extending the concept of availability factor to items 
with multiple states”. It examines systems whose states, 
as pointed out above, “cannot be classified as up and 
down only, and more accurate classification is required”. 
It is noted that “this is especially common for the pro-
duction of outputs, including oil, gas, electricity, water, 
etc.” For such systems, a measure is defined that is de-
scribed as “a generalization of the average availability 
factor and the mathematical expectation of performance 
often called the “production availability” of a system. 
More broadly, it is also called the item performance”. 
A simple example is given for a production system, for 
which this measure is calculated along with the conven-
tional availability factor.

In this case , the standard refers to monograph [22]. 
In its preface, the authors express their gratitude to their 
teacher and friend, I.A. Ushakov, but while presenting 
the basic concepts associated with multi-state systems, 
they use only one example out all his works, the one 
taken from [6].

In fact, the measure examined in the above item in 
[20, 21] is an ERR . Unfortunately, in [20], this fact is 
not even mentioned. It is clear that [20] is based on the 
IEC standard. However, that is a modified standard. The 
changes are that references to international standards are 
replaced with references to national standards. The above 
item 6.1.2.4 should also have been amended to indicate 
that it refers to ERR . The reference to [22] should be 
replaced with a reference to a Russian subject matter 
publication, preferably [8].

In general, the reference list in [20] should have 
been further modified. The American version of 
[1] in English should have been replaced with the 
original Russian version. A number of books on the 
list have been translated into Russian (by R. Barlow 
and F. Proschan, W. Feller, D.R. Cox). The Russian 
publications should have been referenced instead, 
which would be much more convenient for the Rus-
sian users of the standard.

As a side note, we would like to make another 
observation regarding many standards developed on 

the basis of international standards. We are talking 
about the discrepancy with other dependability-related 
standards in terms of terminology and notations. In 
particular, in [20], the availability factor is designated 
as A, although in Russia it is conventionally designated 
Кг, which is stipulated in standard [12]; for continu-
ously operating item and intermittently operating item 
English abbreviations (COI and IOI) are used instead 
of Russian ones set in [12], etc. In such situations, 
one would want to follow suite of the authors of [23] 
and exclaim “What to believe?” It is clear that there 
is a conflict between the principles of continuity and 
proximity to international standards [24], but the 
standard developers must find a reasonable middle 
ground. For instance, the dependability measures and 
types of items could be designated according to both 
the international and Russian convention (as it is done 
for physical values in [25]).

Another IEC standard, in which the ERR is implied 
is [26] (you can learn about it in [27]). It is dedicated 
to the dependability of communication networks, the 
feasibility of the ERR’s application to which was shown 
in [28–31]. In [26], it is recommended to use two meas-
ures, i.e., end-to-end network availability and full-end 
network availability designed to assess dependability 
from the point of view of the end users and network 
operator/service provider, respectively. The former is the 
availability factor of a node-to-node connection and the 
latter is the weighted sum of such availability factors for 
different pairs of nodes and actually turns out to be the 
ERR [27, 30, 31].

Conclusion

One of the achievements of the Russian school 
of dependability that should not be forgotten is the 
definition and development of the ERR calculation 
and evaluation methods. Our representatives in the 
IEC TC 56 should make efforts to incorporate this 
measure into international standards, especially since 
they already implicitly imply it. This challenge is 
motivated by one of the goals defined in Article 3 of 
the Federal Law FZ-162 “On Standardization”, i.e., 
to promote the integration of the Russian Federation 
into international standardization systems as an equal 
partner.

Unfortunately, interstate standards contain inaccura-
cies as regards ERR . Specifically, in GOST 27.002-2015, 
the wording associated with the terms “partial failure” 
and “partially up/down state” are to be clarified. In 
GOST 27.003–2016, it is required to make corrections 
to the wordings in the classification of items in terms 
of the number of possible (taken into consideration) 
states and in the examples of possible ERR variants in 
various branches of technology that are probabilities of 
task completion, etc. The paper suggests the appropriate 
adjustments.
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The Russian standard GOST R 27.010–2019 devel-
oped on the basis of an IEC standard does not fully 
comply with the above basic standards for dependability 
and ignores the Russian ERR developments. In gen-
eral, speaking on the subject of Russian and interstate 
standards created on the basis of international ones, one 
should remember the words of I.A. Ushakov written by 
him while the draft of one of those documents was being 
discussed: “The basic idea of the domestic standard is 
not to follow blindly the letter of the IEC recommen-
dations, but to ensure the most complete conformity 
to the spirit of these recommendations, yet be sure to 
capture the immense domestic experience in the theory 
and practice of dependability and over half a century 
of domestic technical documentation and scientific and 
technical literature.” We would like to direct this mes-
sage to all standard-makers.
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Specificity of the development of the damage process 
to network structures of pipeline transportation systems
Igor A. Tararychkin, V. Dahl Lugansk State University, Lugansk, Ukraine 
donbass_8888@mail.ru

Abstract. Introduction. Industrial pipeline transportation systems are complex, potentially 
hazardous engineering facilities that ensure the delivery of specified amounts of a target prod-
uct to consumers. The development of emergencies associated with the transition to the down 
state of a certain number of pipelines may result in the disconnection of some or all the prod-
uct consumers from the source. If the system’s linear elements transition to the down state 
in a random order, such a change of the network structure is called a progressive damage. A 
progressive damage is especially hazardous if, in the course of maintenance activities, a part 
of the system or a set of process pipelines is disconnected. The Aim of the work is to identify 
the change patterns of pipeline system resilience when affected by progressive damage and 
to develop practical recommendations for ensuring the resilience of such systems in opera-
tion and during maintenance operations. Methods of research. The resilience of systems as 
the capability to resist progressive damage was evaluated with an indicator that represents 
the average fraction of pipelines whose transition into the down state causes the disconnec-
tion of all consumers from the source of the product. The resilience values were defined by 
means of computer simulation. The network structure and the nature of the existing intersystem 
communications were defined using an adjacency matrix. Results. Damage to a transporta-
tion network structure is regarded as a result of a two-stage process. At the stage of target 
transformation, linear elements are purposefully excluded from a full graph-based structure, 
bringing the network to a certain initial state. At the second stage, the original structure is 
transformed according to the mechanism of progressive damage. Such approach allows cor-
rectly assessing the changes in the resilience of complex network structures and their ability to 
resist the development of the processes of damage. The paper sets forth calculated charac-
teristics that allow predicting the behaviour of pipeline networks affected by emergencies. The 
existence of limit network structures is demonstrated that prove to be very vulnerable to the 
development of progressive damage. Conclusions. As the process of targeted transformation 
goes on, the ability of newly formed network structures to resist the development of progres-
sive damage progressively diminishes. The lowest level of pipeline system resilience against 
the development of the process of progressive damage can be observed as the structure of 
the network nears the limit state. When preparing maintenance activities with scheduled exclu-
sion of a number of linear elements from an active pipeline system, the proximity of the newly 
built network structure to the limit state should be assessed along with the resilience of the 
restored system to possible development of progressive damage.

Keywords: system, pipeline, structure, repairs, damage, resilience.
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The operation of industrial pipeline transportation sys-
tems in nominal operating conditions is associated with 
the delivery of the required quantities of the target product 
from the source to individual consumers. Efficiently man-
aging transportation flows and achieving specified process 
conditions is enabled by the complex network structure and 
redundant internal communications [1-4]. Such systems are 
utility facilities, whose condition is to be assessed and that 
must be repaired accordingly [5-7].

The operation of various pipeline systems [8-10] is as-
sociated with the development of degradation processes 
that define the probability of failure of individual structural 
elements [11]. Interactions with the environment are diverse 
[12,13] and create risks one needs to considered and be able 
to assess [14]. 

In general, the processes within the systems are multi-
factor, while their analysis and identification of current 
state of the network entities is a complex engineering 
problem [15]. Under such circumstances, emergencies 
imply the removal of individual pipelines (linear elements) 
from operation and redistribution of transportation flows 
within the system.

If the system’s linear elements progressively transition 
to the down state in a random order, such a change of the 
network structure is called a progressive damage [16].

Progressive damage is a hazardous scenario that trans-
forms an initial transportation network into a set of point 
elements disconnected from each other. This state of the 
network entity is characterized by a null-graph, i.e., a graph 
with no edges.

In practice, achieving such state is impossible, for obvious 
reasons. Nevertheless, researching the properties of network 
entities affected by progressive disruption of communica-
tions within a system and the reduction of the number of 
linear elements is of practical interest, while the established 
process patterns should be taken into account while plan-
ning repair and ensuring the stability of the restored pipeline 
transportation systems.

It is obvious, that resilience as the ability of a system to 
resist the development of progressive damage depends on 
the number of the consumers, nodes, linear elements and the 
nature of the communications between them. Comparing the 
resilience of different network entities is only possible if they 
are comparable, i.e., the number of the following is identical:

- end product consumers;
- transportation nodes;
- linear elements.
This means that the failure of even one pipeline does not 

allow comparing the properties of the original and newly 
formed system correctly due to differences in the quantita-
tive composition of linear elements.

This circumstance makes it difficult to analyse and evalu-
ate the impact of structural changes on the system’s ability 
to resist the development of progressive damage. In this 
context, it is required to develop new methods of assessing 
the properties and behaviour of transportation systems af-
fected by progressive damage.

The technical literature on the behaviour of pipeline 
systems in emergencies is often insufficient to assess the 
expected impact of project decisions, which requires further 
research.

The aim of the work is to identify the change patterns 
of pipeline system resilience when affected by progressive 
damage and to develop practical recommendations for ensur-
ing the resilience of such systems in operation and during 
maintenance operations.

Structural changes in a transportation 
network as the outcome of a two-stage 
process

Let us assume that the solution of a certain design 
problem is associated with the requirement to assess the 
resilience to progressive damage of the network struc-
tures shown in Figure 1. Each of them includes a source 
of product A, as well as consumers B and C. The first 
one contains 8, while the second one contains 7 linear 
elements.

If, in the course of progressive damage, a linear element 
fails at each point of the system time, a comparison of the 
resilience of the examined facilities is not valid, as their 
ranges of system time values do not match. For that reason, 
the relationship between the number of linear elements in 
a network and the resilience of a system against progres-
sive damage should be studied on the basis of a different 
conceptual approach.

Let us examine the matter more in detail. The structure 
shown in Fig. 1b can be represented as a result of a trans-
formation associated with the exclusion of a linear element 
from a more complex structure shown in Fig. 1a.

If we consider the process of progressive damage of 
each of these structures, it will be occurring from different 
starting positions and be characterized by different values 
of the resilience indicator.

The resilience indicator  is understood as the 
average number of pipelines whose random failure causes 
disconnection of all consumers from the source of the target 
product [17].

In this context, it should be assumed that the first of the 
above structures will be more resilient on account of having 
a larger number of linear elements.

On the other hand, it can be assumed that the structure 
shown in Fig. 1a is the result of a transformation of a more 
complex structure shown in Fig. 2. Additionally, the struc-
ture of the network entity shown in Fig. 2 can become more 
complex as the result of development of new connections. 
If more new connections are added, the resulting complete 
graph [18], who’s each node is connected by edges to all the 
others, is shown in Fig. 3. Such full graph-based structure 
is further called basic, while any of the examined network 
variants is the result of transformation of the same basic 
structure.

Given the above specificity, it would be convenient 
to consider the process of damage to a random network 
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structure as proceeding in two stages. At the first stage, the 
researcher intentionally excludes from the full graph-based 
network a part of linear elements, thereby bringing the ba-
sic structure to the initial one. Since the initial structure is 
the aim of the transformations, as it is complete, the target 
transformation is over.

At the second stage of transformation, the disruption of 
communications between individual nodes of the obtained 
initial structure occurs randomly by the mechanism of pro-
gressive damage.

Since structures with identical numbers of nodes have 
the same full graph, the range of system time values in 
the course of the two-step damage process turns out to be 
the same. This feature of network structures with equal 
numbers of nodes allows estimating the dynamics of the 
damage process from a single starting position. A special 
attention should be paid to the fact that a valid comparison 
of the resilience of network entities as part of the developed 
concept of two-stage damage is only possible for identical 
system time values.

As each of the above stages of damage has its own specific 
features, they should be examined and analysed separately.

Characteristics and specificity of the 
target transformation process

Target transformation involves sequential exclusion from 
the basic full graph-based network structure of a certain 
set of communications with gradual transition to the initial 
(target) structure.

The order of disruption of systemic communications 
in the course of target transformation is defined by the re-
searcher or may be random. The dynamics of this process are 
characterized by system time t. As individual linear elements 
are excluded from the basic full graph-based structure, the 
system time takes on integer values and represents an event 
counter. Thus, before the onset of progressive damage, the 
original network structure is considered as the result of the 

a)                                                                                             b)
Fig. 1. Network structures of pipeline systems with identical numbers  

of nodes and consumers comprising 8 (a) and 7 (b) linear elements

Fig. 2. Structure diagram of a pipeline system

Fig. 3. Complete graph with 6 vertices and 15 edges
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preceding target transformation of the basic full graph-based 
object.

It is known that the full graph, at given number of vertices 
R, has the highest number of edges [19]:

.

Then, the state of the original structure obtained as the 
result of purposeful removal of a certain number of edges 
from the full graph will be characterized by the communica-
tions completeness coefficient ε. Coefficient ε is the ratio of 
the number of communications Z between the graph vertices 
of the original structure to the number of communications 
in the full graph with the same number of vertices:

.

Thus, coefficient ε is the share of the total number of com-
munications in the full graph that must be disrupted in order 
to bring it to a state corresponding to the original network 
structure. It is obvious that for any full graph, regardless of 
the number of its vertices, ε = 1.

In the ε0R coordinate system, the process of target trans-
formation of the full graph and its transition into the original 
structure will correspond to the displacement of point Λ 
across a series of intermediate steps into position Λ* (Fig. 4).

Let us also note that the condition of network integrity 
in the process of target transformation results in restrictions 

on the lower threshold of values ε. Thus, the relationship 
between the number of linear elements Z and the number 
of nodes R for the limit structures with the “line” topology 
has the form:

 Z = R – 1. (1)

Further disruption of communications between the nodes 
of such entity will cause its separation into parts, which 
is unacceptable. Then, the condition of network integrity, 
taking into account dependence (1), leads to the following 
restriction:

.

Accordingly, the range of possible variation of the values 
of coefficient ε is determined as follows:

.

Area Ω, for which the combination of parameters ε and 
R corresponds to the above limitations and possibility of 
structural integrity upon the completion of the target trans-
formation, is shown in Fig. 4.

In this context, let us consider the following example. Let 
us suppose that the initial network structure is characterized 
by the graph shown in Fig. 5a. It contains 12 edges and 8 
vertices, while being the result of the target transformation 
of the full graph that consisting of 8 vertices and 28 edges.

Fig. 4. The displacement of point Λ that characterizes the state of a network entity in the course of target transformation



13

Specificity of the development of the damage process to network structures of pipeline transportation systems

In the ε0R coordinate system (Fig. 6), this complete graph 
corresponds to point Λ, while the process of the target trans-
formation that results in the formation of the initial network 
structure is associated with the transition of this point into 
position Λ* by the system time t = 16.

If the resulting initial structure with the coefficient 
ε = 0,43 is later affected by progressive damage, it is obvi-
ous that it will be characterized by some resilience to this 
process. If the target transformation is continued to the point 
in time t = 21 with transition into the state shown in Fig. 5b, 
such process’ potential would be fully exhausted.

The resulting limit structure is characterized by point 
Λ** located on the boundary of area Ω (Fig. 6). Further 
elimination of linear elements from such structure is as-
sociated with the division of the network entity into parts 
or separation of nodes. 

Thus, the lower threshold of coefficient  is the 

limit value and its attainment in a real-life situation should be 

considered highly undesirable. This state of a network entity 
corresponds to the boundary of area Ω and is the maximum 
allowable in terms of its integrity.

The following formula is to be used for determining the 
proximity of the current network state to the limit state:

.

Coefficient η changes within the range of . For 
a full graph-based structure η=0, and on the boundary of 
area Ω the value η=1. The range of possible application η 
should be divided into 3 value ranges according to the data 
of Table 1.

Thus, the calculation of values η for the analysed network 
structure helps form a general idea of its ability to resist the 
development of progressive damage.

Characteristics and specificity 
of progressive damage process

If we think of the network transformation process as a 
development of a two-stage process, it should be noted that 
a full graph-based structure is the most resilient against 
progressive damage. As linear elements are excluded from 
such basic structure and the process of target transformation 
develops, the ability of newly formed structural objects to 
resist the development of progressive damage decreases.

In this context, let us look into the development of the 
resilience of the ST0 full graph-based network structure 
with the source of product A and consumers B, C, D occurs 
(Fig. 7) as it gradually transforms into the limit state with 
a “line” topology.

Having eliminated 5 linear elements from the system, we 
will obtain the new ST1 structure outlined in Fig. 8a. For 
the structure designated ST1, the estimated resilience value 
is: Fw = 0.769. If the target transformation is continued and 
4 more linear elements are eliminated from the system, the 
resulting structure designated ST2 will be as shown in Fig. 
8b. Its calculated characteristics are given in Table 2.

a)                                                                                                               b)
Fig. 5. Graphs that characterize integral network structures before (a) and after deliberate exclusion of 5 linear elements (b)

Table 1. Verbal scale of network structure properties

Range of coefficient 
 values η 0 ≤ η < 0,5 0,5 ≤ η < 0,75 0,75 ≤ η ≤ 1

Verbal scale of network 
structure properties

High resilience to progres-
sive damage is ensured

The ability to ensure 
 resilience to progressive 

damage is not high

The ability to ensure resilience 
to progressive damage is limited 

or very low

Fig. 6. A graphical representation of the target transformation 
process
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The elimination of two more linear elements results in 
the ST3 structure with the “ring” topology (Fig. 8c), after 
which only one linear element can be removed as part of 
target transformation (Fig. 8d).

As the result, the limit structure ST4 with the “line” 
topology is formed. The calculated characteristics of the 
above network structures are also shown in Table 2. It can 

be observed that the most significant decrease in the values 
of the resilience indicator in the process of target transfor-
mation is within the range η = 0.7 ... 1, i.e., as the network 
structure approaches its limit state.

The following specificity should be noted. For each of 
the examined structures, there are some variations due to 
possible changes in the mutual arrangement of the consumer 
nodes under the condition η = const.

For example, variations of the ST3 and ST4 struc-
tures can be related to a relocation of consumer node C 
(Fig. 9) with the value of η remaining unchanged. The 
interval estimates of the resilience values shown in Fig. 
10 were obtained on the assumption of calculation error 
and the presence of some structural variations for fixed 
values of η.

The findings suggest that redundant intersystem con-
nections have a positive effect on the resilience of pipeline 
systems to progressive damage, while the nature of such 
effect is non-linear. The most positive effect of the inclusion 
of additional connections into a system is observed if the 
network structure is close to the limit.

Conclusions

1. As the process of targeted transformation progresses, 
the ability of newly formed network structures to resist 

a)                                                                       b)

c)                                                                       d)
Fig. 8. Network structures designated ST1 (a), ST2 (b), ST3 (c), ST4 (d)

Fig. 7. Full graph-based structure ST0 with source A  
and consumers B, C, D
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the development of the process of progressive damage is 
continually diminished.

2. The lowest level of pipeline system resilience against 
the development of progressive damage can be observed as 
the structure of the network nears the limit state.

3. When carrying out maintenance activities associated 
with the exclusion of a number of linear elements from an 
active pipeline system, the proximity of the newly built 
network structure to the limit state should be assessed along 
with the resilience of the restored system to possible devel-
opment of the process of progressive damage.
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Intelligent centralized traffic management of a rapid 
transit system under heavy traffic
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Abstract. Aim. In today’s major cities, increased utilization and capacity of the rapid transit 
systems (metro, light rail, commuter trains with stops within the city limits) – under condi-
tions of positive traffic safety – is achieved through smart automatic train traffic management. 
The aim of this paper is to choose and substantiate the design principles and architecture of 
such system. Methods. Using systems analysis, the design principles and architecture of the 
system are substantiated. Genetic algorithms allow automating train traffic planning. Methods 
of the optimal control theory allow managing energy-efficient train movement patterns along 
open lines, assigning individual station-to-station running times following the principle of mini-
mal energy consumption, developing energy-efficient target traffic schedules. Methods of the 
automatic control theory are used for selecting and substantiating the train traffic algorithms 
at various functional levels, for constructing random disturbance extrapolators that minimize 
the number of train stops between stations. Results. Development and substantiation of the 
design principles and architecture of a centralized intelligent hierarchical system for automatic 
rapid transit traffic management. The distribution of functions between the hierarchy levels is 
described, the set of subsystems is shown that implement the purpose of management, i.e., 
ensuring traffic safety and comfort of passengers. The criteria are defined and substantiated of 
management quality under compensated and non-compensated disturbances. Traffic manage-
ment and target scheduling automation algorithms are examined. The application of decision 
algorithms is demonstrated in the context of uncertainty, use of disturbance prediction and 
genetic algorithms for the purpose of train traffic planning automation. The design principles 
of the algorithms of traffic planning and management are shown that ensure reduced traction 
energy consumption. The efficiency of centralized intelligent rapid transit management sys-
tem is demonstrated; the fundamental role of the system in the digitalization of the transport 
system is noted. Conclusion. The examined design principles and operating algorithms of a 
centralized intelligent rapid transit management system showed the efficiency of such systems 
that ensured by the following: increased capacity of the rapid transit system; improved energy 
efficiency of train traffic planning and management; improved train traffic safety; assurance 
of operational traffic management during emergencies and major traffic disruptions; improved 
passenger comfort.

Keywords: centralized management, autonomous systems, intelligent management, functional 
lavels, subsystems, energy efficiency, disturbance prediction, genetic algorithms.
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Introduction

Rapid transit systems conventionally include sub-
ways and a light rail systems separated from road traf-
fic. Later, the commuter rail systems with stops within 
the city limits were included in the classification as 
well. In particular, the Moscow Central Circle (MCC) 
and the Moscow Central Diameters [1, 2] are classified 
as rapid transit. Given that the organization of traffic 
in metros, light rail and commuter rail has the same 
goal of providing comfortable and safe transportation 
of passengers, as well as the similarity of the under-
lying technologies, a centralized rapid transit traffic 
management system should be developed based on a 
single set of principles.

Centralized traffic management. 
Functional management levels. 
Management level subsystems

When traffic is heavy, which is typical for the rapid 
transit systems of major cities, designing autonomous 
unmanned vehicle control systems with automatic 
control of each train according to a predefined traffic 
schedule is not effective, as in such case the position 
of other trains on the line is not taken into account. 
“Harmful” mutual interaction of trains only takes 
place when it starts affecting the movement patterns 
automatically selected in the train control system [3]. 
Unlike autonomous systems, centralized systems re-
ceive information on the arrival and departure times of 
all trains across all stations, compare this information 
with a defined traffic schedule and condition control 
commands for each train, including the required sta-
tion dwell times and travel times for the open line 
ahead. Such commands are implemented by unmanned 
vehicles. This mode of centralized systems operation 
is called disturbance-compensated management, when 
a deviation from the target schedule can be mitigated 
using available travel and station dwell time budget. 
We shall call compensated disturbances “minor faults”. 
In this case, when the travel and station dwell time 
budget is not sufficient to mitigate the disturbances, 
unscheduled train turnovers are performed at stations 
with passing loops, if necessary, along with unplanned 
removal of trains to the yard, which leads to changes 
in the train pair count and sequence. Such situations 
are commonly called “major faults” [3, 4, 5]. In cases 
of major faults, algorithms are initiated for centralized 
fault management and traffic recovery upon elimina-
tion of the causes of the fault [5, 6], while traffic 
management is carried out based on the operational 
schedule. The purpose of post-fault management is to 

restore train traffic according to the initial target sched-
ule, which enables the required night arrangement of 
trains [6, 7]. Thus, two functional management levels 
can be distinguished within the centralized system, 
i.e., upper and lower.

At the upper level, in accordance with the target or 
operational schedule and the received information on 
the arrival and departure of trains, the required travel 
times and dwell times for each train are calculated. At 
the lower level, the commands of the upper level are 
implemented. The most important upper-level man-
agement function is generating commands for train 
turnaround at terminals and stations with no passing 
loops. Such commands are delivered through central-
ized traffic control to the station interlocking system that 
controls the point operation. The operation of the upper 
functional level is supervised by the traffic controllers 
who receive information on the train locations through 
the supervisory control system. In addition, the traffic 
controllers are able to receive information from CCTV 
cameras at stations, turnaround points, etc. The role 
of the traffic controllers is especially important when 
major faults occur. At the upper functional level, a 
management scenario is automatically generated and its 
execution is approved by a traffic manager [6]. A mode 
is required, in which the traffic manager takes control. 
Traffic safety is ensured by track circuit-based systems 
(ARS in the Moscow metro) [8], or communications-
based (CBTC-like) systems [9]. The advantage of the 
communications-based systems consists in the absence 
of position quantification of the “tail” of the train ahead 
(positioning of the “tail” of the train ahead based on 
the occupied track circuit), reduced operating costs as-
sociated with the maintenance and adjustment of track 
circuit equipment. In the case of communications-based 
train control, the positioning of the “tail” of the train 
ahead accurate to the length of the overlap determined 
by the maximum errors of travelled distance and speed 
measurement allows reducing the allowed headway [10], 
which is essential when traffic is heavy. At the same 
time, communications-based train control systems (like 
CBTC) do not ensure rail integrity control (the so-called 
“control mode”). Therefore, the application of CBTC-
like systems requires additional equipment enabling rail 
integrity control [10]. Additionally, while deploying 
automatic traffic management systems on active lines 
it is important to ensure operational continuity of traffic 
safety systems. Therefore, the development of hybrid 
algorithms and equipment enabling the advantages of 
track circuit-based and communication-based systems 
appears to be promising. The commands of the traffic 
safety system are given the highest priority.
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The upper functional level comprises the following 
subsystems:

– subsystem for minor faults, major faults, post-fault 
management [3];

– target schedule and turnover construction subsystem 
[11, 12];

– subsystem for selecting energy-optimal modes of 
train control with set specified travel times [13] and 
energy-optimal distribution of travel times [14]. The 
outputs of the above subsystems are used in the con-
struction of target train schedules. It should be noted that 
solving the problem of energy-optimal train control for 
various travel times allows obtaining for each open line 
a dependence of traction power consumption as a func-
tion of the travel time that is required and sufficient for 
energy-optimal distribution;

– subsystem for archiving train orders and train 
sheets;

– database of failures and results of diagnostics of 
technical assets that enable train traffic, including rolling 
stock diagnostics data;

– subsystem for automatic management of rolling stock 
turnover at stations with passing loops;

– passenger information subsystem;
– subsystem for training of personnel involved in the 

traffic organization, a personnel training software and 
hardware system [15];

– subsystem for advanced training of traffic controllers, 
a traffic controller simulator [16, 17, 18].

The relevance of those software and hardware sys-
tems is much more significant than their direct purpose. 
Those systems include detailed line simulation models 
that are used in the analysis of new algorithms. The re-
sults of such simulation determine the effectiveness of 
their implementation. The simulator includes a system 
for calculating the performance criteria of the control 
system and an open library of control algorithms. Of 
special significance is the matter of integration of staff 
training systems of various services, which would allow 
using common criteria for training quality and method-
ology evaluation. The simulation models allow using 
machine learning for predicting hazardous failures of 
various system components [19].

Let us note a few advanced features of the upper 
functional level that allow using the term “intelligent 
system”. The upper-level algorithms require generating 
commands for the trains on a line under uncertainty. 
The (n+1)-th train must be given the departure com-
mand and required travel time in such a way as to let it 
perform its movement with no interference on the part 
of the safety systems. Developing this solution requires 
knowing the deviation from the target value of the next 

station dwell time of the previous, n-th train while it has 
not yet arrived to the station. In this situation, an intel-
ligent disturbance prediction algorithm is implemented 
that uses the delay statistics of previous trains [20]. A 
genetic algorithm is used for automatic construction 
of train and turnover schedule [21, 22]. Therefore, the 
term “intelligent system” is correct. The integration of 
various system functions, including management itself, 
collection and processing of diagnostic information, 
analysis of facility performance indicators and operation 
planning, archiving, etc., can be implemented using Big 
Data and artificial intelligence algorithms. In turn, the 
system’s open architecture, availability of a database 
for collecting diagnostic information allows regarding 
it as a foundation for the digitalization of urban trans-
portation systems.

At the lower functional level, the onboard control 
system solves the following tasks:

– train traffic safety;
– energy-optimal train control with the observance of 

all specified restrictions (including traffic safety indica-
tions) that ensures the observance of upper-level inter-
station travel times;

– targeted stops at stations;
– enforced permanent and temporary speed restric-

tions;
– closing and opening the doors, movement initiation, 

passenger information.
One of the vital tasks associated with ensuring safe 

and efficient traffic management is the measurement 
of traffic parameters, i.e., train speed and travelled 
distance. In subways, this problem is solved using 
wheel-mounted frequency-pulse rotation sensors and 
correction sensors installed on tunnel walls or in the 
track. In this environment, infra-red sensors have 
shown their efficiency. On the tunnel wall, an angle 
reflector is installed, while trains are equipped with 
infra-red transceivers [3]. The beam of the transmit-
ter is directed toward the tunnel wall. It is reflected 
from the angle reflector and is received on the train, 
resetting the measurement error of the wheel-mounted 
frequency-pulse sensor. When two sensors are in-
stalled at a fixed distance from each other, the onboard 
computer calculates the wheel radius, thus enabling 
reduced error when measuring the travelled distance 
and speed outside the strobing signal points [3]. There 
is experience with RFID sensors installed between 
rails. The advantage of such sensors consists in the 
ability to transmit the sensor number, its coordinate, the 
number of the open line. At the same time, due to the 
bell-shaped direction diagram of the radio signal, the 
position of the detected correction point depends on the 
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speed of the train. The latter causes train positioning 
error. Reducing the train speed at the location of the 
RFID sensor when approaching the station in order to 
reduce the effect of the bell-shaped signal wave-form 
on the detection error results in longer traction time at 
a constant travel time and, therefore, overconsumption 
of traction energy. On average, a 1-second increase of 
braking time causes a 1-percent increase of traction 
energy consumption. The combined use of two types 
of sensors allows improving the dependability of the 
distance measurement link and to take advantage of 
the strengths of both sensors, i.e., the accuracy of 
correction point detection of the infra-red sensor and 
large amount of communicated information of the 
RFID sensors. 

A technical vision system is required for detecting 
obstacles in the unmanned control mode in open areas 
accessible to people, animals, other modes of transport 
[23]. Control inputs generated by such system have the 
highest priority.

The presence of advanced computing facilities onboard 
the trains allows integrating the functions of automatic 
train control, train protection, collection of diagnostic 
information that is radioed to the station and further to 
the upper functional level.

Improving the energy efficiency 
of management processes

Let us focus on improving the upper-level traf-
fic management algorithms. The main criteria for 
efficiency at the top level of the train management 
algorithm are:

– improved accuracy of target schedule performance 
with disturbance compensation;

– minimum time of target schedule recovery upon 
elimination of the causes of a major fault.

The minimization of the above criteria is to be achieved 
subject to the additional condition of minimized traction 
energy consumption.

In case of unmanned driving, the onboard travel time 
control facility can achieve the predefined range of travel 
time with high accuracy. This capability is used for im-
proving the energy efficiency of management operations 
in the event of minor faults. The travel time of the (n+1)-th 
train across the open line ahead required for compensating 
for the late arrival of such train to the (j+1)-th station is 
chosen subject to the restrictions on the minimum dwell 
time in such a way as to enable the minimum headway 
based on the restrictions of the train control systems. The 
distinctive feature of the traffic management algorithm 
with disturbance compensation is the consideration for 
the dependence of the restrictions on the system status 

and predicted deviations of the dwell times of the train 
ahead based on the previous train delay statistics [20]. 
The dependence of the restrictions on the system status 
is defined by the regulating characteristic of the j-th open 
line Tuminj[n+1] = [Txj[n+1],Txj[n]]+Tcj[n], where Tuminj[n+1] 
is the minimum departure interval of the (n+1)-th train 
to the j-th open line from the (j-1)-th station, whereas 
the n-th train does not affect the operating modes of the 
(n+1)-th train through the traffic safety system; Txj[n], 
Txj[n+1] is the the travel times of the n-th and (n+1)-th 
trains across the j-th open line respectively; Tcj[n] is the 
dwell time of the n-th train at the j-th station. When con-
trol is selected, the values Tcj[n] = T r

cj[n] + ΔT p
c
r
j [n], where 

Tr
cj[n] is the dwell time of the n-th train at the j-th station 

according to target schedule; ΔT p
c
r
j [n] is the predicted 

deviation of actual dwell time from the target value. 
The travel time of the (n+1)-th train across the j-th open 
line is chosen by the algorithm in such a way (provided 
that the requirements for the value Tuminj[n] are met) as 
to enable the restriction on the allowable minimal dwell 
time and the minimal possible delay of the (n+ 1)-th train 
arriving to the j‑th station. That also allows reducing the 
number of speed restrictions and stops of the following 
train between stations. Such algorithm, on the one hand, 
improves traffic safety by reducing the probability of 
trains running dangerously close to each other, and, on the 
other hand, reduces traction energy consumption not only 
by reducing the number of stops between stations, but 
also by increasing the running time of the following train. 

Upon the elimination of the causes of a major 
fault, the control algorithm chooses – out of a variety 
of fastest-acting control algorithms – the one that 
minimizes the traction energy consumption through 
energy-optimal distribution of the travel times along 
the line. The problem of energy efficiency is taken 
into account while scheduling train traffic not only, as 
previously stated, by means of optimal distribution of 
travel times, but also by changing the way the number 
of trains on the line is increased at the beginning of to 
the peak hours. In conventional target traffic schedules, 
such transitions involved extended dwell times that en-
sured increased headway for the purpose of adding new 
trains to the operation. In the planning algorithm under 
consideration, the same effect is achieved through 
planned extension of travel times, which allows reduc-
ing the traction energy consumption. Thus, the energy 
efficiency of target train schedules is achieved by 
associating the traction energy consumption with the 
travel times under the selected energy-optimal control 
modes, distribution of train running time along the line, 
replacement of extended dwell times with increased 
travel times in transition mode.
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The matters of information communication net-
work design as part of centralized management 
systems, information protection are extremely im-
portant and define system efficiency. Such issues are 
not addressed in this article and require individual 
consideration.

Structure of the rapid transit traffic 
management system

A rapid transit traffic management system was 
examined above. The integration of such systems 
with the addition of a higher level of management 
is illustrated in Fig. 1, where the following designa-
tions are used:

– SMC, situation management centre;
– CUTMS of lines 1, …, N, centralized underground 

traffic management system of lines from 1 through N;
– CLRTMS of lines 1, …, M, centralized light rail 

traffic management system of lines from 1 through M;
– CTMSCR, centralized traffic management system 

of the central ring (MCC in Moscow);
– CTMSCD, centralized traffic management system 

of the central diameters from 1 through K.
The situational management centres (SMC) of 

various types of rapid transit receive information from 
subsystems of the upper functional level of centralized 
traffic management, in particular, from the hardware 
and software systems of line-level traffic management 
facilities. In normal mode, the received information is 
“compressed” and in a generalized form is displayed 
in situation management centres. If a train deviates 
from the target schedule by a fixed amount of time, the 
centre’s personnel is informed accordingly by changing 
line colour and a tonal signal. They can then display 
a detailed image of the operational situation avail-
able to the traffic managers. The functionality of the 
situation management centre and its design principles 
were developed by the Russian University of Transport 
(RUT/MIIT) and the Moscow Metro [24]. Aggregated 
information from the SMC of various types of rapid 

transit systems is delivered to the metropolitan rapid 
transit management centre. At this level, the collected 
information will allow managing urban transportation 
in emergency situations, making coordinated advance 
managerial decisions in cases of planned closure of 
certain line sections. The metropolitan rapid transit 
management centre is to be associated with other 
transportation management centres. The concept of its 
construction requires considerable elaboration. 

Conclusion

The examined design principles and operating algo-
rithms of a centralized intelligent rapid transit manage-
ment system showed their efficiency that is defined by 
the following:

– increased capacity of rapid transit systems through 
strict adherence to the target train schedule;

– improved energy efficiency of traffic planning 
and management through energy-efficient train man-
agement patterns, traction energy-optimal distribution 
of train running time along the line, replacement of 
the target train scheduling with extended station dwell 
times with the scheduling with modifiable target 
train running times during the periods of train pair 
count changeover, improved centralized management 
algorithms that take into account the dependence of 
control restrictions on the system state and prediction 
of possible disturbances, increased station-to-station 
train running times for the purpose of implementing 
the allowed headway by means of train separation 
systems;

– improved traffic safety through reduced probability 
of “hazardously close” distance between trains with 
stricter observance of station-to-station train running 
times and dwell times;

– operational traffic management during emergencies 
and major traffic disruptions through efficient algorithms 
of centralized management during traffic disruptions and 
after the elimination of their causes;

– improved passenger comfort through accurate execu-
tion of the traffic schedule.

Fig. 1. System structure
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Abstract. Aim. To harmonize the definitions of errors, faults, failures in the Russian and Eng-
lish languages. The Object of the paper is one of the most important subject matters of the 
dependability theory and functional safety. The Subject of the paper is the concepts and defi-
nitions of failures, errors, faults. Results of the research: analysis of the definitions of the 
concepts describing the dependability and functional safety of items in the Russian and inter-
national standards, such as GOST 27.002-2015, GOST R/IEC 61508-2012, IEC 60050, DIN 
40041, as well as in publications by a number of authors. The analysis shows that failure is 
always associated with the loss of function, i.e., the ability to perform as required by all stand-
ards. It should be noted that wrong user expectation does qualify as failure. A failure should be 
distinguished from unintended functions. A fault is defined as a system’s inability to perform the 
required operation to the full extent that, under certain conditions, may escalate into a failure. 
An error as a discrepancy between a calculated, observed or measured value or condition and 
a true, specified or theoretically correct value or condition is a deviation that is present and, 
under certain conditions, would probably turn into a failure. A typical example is non-critical 
software errors. The so-called systematic failures are actually errors that can turn into critical 
errors (failures). Let us note that the definitions in the IEC 60050 international electrotechni-
cal vocabulary can be used, as they show general agreement, which is not surprising for an 
international standard.
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Errors, faults and failures

1. Introduction 

The development of dependability and safety-related 
terminology is at the focus of attention of many researchers 
(e.g., see works by Netes, Pokhabov, Plotnikov, Mikhailov 
[1-5]). Such terms are not always represented equally well 
in different languages. In this paper, we will attempt to ex-
amine possible definitions of the terms error, fault, failure. 
We will try to do that simultaneously in the English and 
Russian languages. That is not an easy task, since there are 
not so many well-translated papers or books. In any case, in 
this article the authors will attempt to describe their view of 
the terminology. Section 2 overviews a number of existing 
definitions and concepts. Section 3 provides a brief analysis 
of key terms and proposes definitions devised by the authors. 
Section 4 draws the conclusion. 

2. Review of the existing concepts

Definitions of the terms fault, failure and error can pri-
marily be found in the standards dealing with terminology 
and definitions. In IEC 60050 [7], the following definitions 
are recommended:

failure, loss of ability to perform as required,
fault, inability to perform the required function due to 

the internal state,
error, a discrepancy between the calculated, observed 

or measured value or condition and the true, specified or 
theoretically correct value or condition.

The GOST 27.002 interstate standard [8] sets forth the 
following definition:

failure, an event consisting in the disruption of an item’s 
up state.

This interpretation is based on a monograph, the fun-
damental book on dependability written in 1965 by B.V. 
Gnedenko, Yu.K. Beliaev, Yu.D. Soloviev [9]. 

Failure is a partial or total loss or alteration of such prop-
erties of an item that significantly reduce the performance 
or cause the loss of operability. 

It can be noted that this definition set forth in [9] may also 
define a fault. However, we must admit that over the past 
55 years the terminology has somewhat evolved in a way 
the authors could not have anticipated. That is particularly 
the case with the definition of error. 

The GOST 27.002 interstate standard [7] lacks the defi-
nition of error, but fault and defect are defined as follows: 

fault is a state of an entity, in which it does not comply 
with at least one of the requirements specified in the respec-
tive documentation,

defect is each individual deviation of an entity from the 
requirements defined in the documentation. 

The differences between the definitions are minor. 
Whereas a fault is any inconsistency with the require-
ments, a defect is each particular inconsistency. GOST 
27.002 defines damage as an event consisting in the 
disruption of an entity’s good state under condition of 
retained up state. 

This definition of damage is very similar to that of fault 
according to the IEC 60050 dictionary [7]. 

As a third source, let us use the article by Gayen and 
Schäbe [10, 11] that was published in two languages, thus 
the terminology is coordinated. The authors partially bor-
rowed the terminology from DIN 40041 [12] that, although 
still valid, is outdated and no longer supported. That explains 
some of the drawbacks. 

Failure: a specific physical functional module stops 
performing a function within the specified load and envi-
ronmental conditions.

This definition is associated with the loss of the expected 
function and corresponds to the above definitions. However, 
the application of the term does not go beyond the element. 
Such application of this concept at the system level can 
lead to confusion, as it does not necessarily characterize 
system failure. At the system level, it can be associated with 
a fault. However, the definition of fault in the same article 
explains that. 

Fault is a lost or erroneous function or incomplete deliv-
ery of the desired function by module. 

An important aspect of the discussion is the distinction 
between faults and failures. On the one hand, a fault is a 
partial loss of functional capacity or a complete loss of 
functional capacity associated with a module or subsystem 
not necessarily resulting in a system failure. On the other 
hand, a fault can also occur at the system level and reduce 
system performance. Therefore, it is important to distinguish 
between a system and a subsystem/unit. We must note that 
an event that may consist in a subsystem failure may be just 
a fault at the system level, as other subsystems can – at least 
partially – compensate for such subsystem failure to make 
it just a system-level fault. 

Chillarege [13] considers a software failure/fault to 
be an event where the customer’s expectations have not 
been met. In fact, that follows from the interpretation of 
failure as a complete or partial loss of system function, 
in this particular case caused by the software. Shubinsky 
[14] notes that in this case the software itself did not fail; 
the failure occurs at the system level. Only those parts of 
the software that are faulty are activated, or the part of the 
software unable to respond correctly to the system com-
mand is activated.

Randall [15] suggests a whole sequence as follows: 
Failure → Fault → Error → Failure, etc.
Here, terms that repeat are associated with higher system 

levels. Randall uses the following definitions: 
A system failure occurs when the delivered service devi-

ates from the system’s function, the latter being what the 
system is intended for. 

This corresponds to the definition of failure given by 
other authors. 

Error is the part of the system state that can cause a sub-
sequent failure. An error affecting the service is an indication 
that the failure has already occurred. The known or assumed 
cause is an error.
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So, for Randall, an error is a deviation as a component 
of a system’s state. Additionally, he interprets it as a fault 
symptom and defines a fault as the cause of an error. This 
approach appears to be ambiguous. The author’s understand-
ing is that Randall rather describes a fault when he explains 
what an error is. Rees [16] also maintains that 

failure is a loss of function, i.e., an element does not work 
if it has not done what we want and is in a good state if it 
has done what we wanted. More precisely, it is the function 
that fails.

Note that it is not a matter of whether a system is physi-
cally intact or otherwise. A failed system may be physically 
intact. A physically intact system may also fail due to hidden 
(unwanted or poorly designed functions, see, e.g., Deckers 
and Schäbe [17]) or undocumented functions that were 
integrated in the system unintentionally or intentionally.

Parhami [18] introduces a list of 7 states: ideal, defec‑
tive, faulty, error, poorly functioning, degraded, failure. A 
system passes from state to state, from ideal to failure. In the 
authors’ opinion, the designations of some of the states are 
ambiguous. A defect can also mean a fault, degradation or 
failure. Additionally, the question is how to interpret an error 
state. Is this term supposed to be used only to characterise 
a system affected by an error, where the error describes a 
deviation from the specifications, that was built into the 
system at the very beginning, i.e., a deviation? The authors 
believe that the number of states is to be reduced. While on 
the subject of failures, we should also mention the distinction 
made in IEC 61508 [6] and other functional safety standards 
between the concepts of “Accidental hardware failures” and 
“Systematic failures”. First of all, let us define failure, fault 
and error according to IEC 61508 [6] part 4: 

3.6.4: “a failure is the termination of a functional unit’s 
ability to ensure the required function or the operation of 
such functional unit in any other way than the required one.

3.6.1: “a fault is an abnormal state that may cause a 
functional unit to completely or partially lose be ability to 
perform the required function”.

3.6.11: “an error is a discrepancy between the calculated, 
observed or measured value or condition and the true, speci-
fied or theoretically correct value or condition”. 

By comparing these definitions with the definitions from 
other sources, it can be seen that failures are also regarded 
as events in which a system or its component unit does not 
ensure the performance of the desired function. Additionally, 
a fault is defined as a precursor of failure, i.e., an abnormal 
state, or a deviation, in this case. Nevertheless, the conse-
quences will differ at the system level. That may include 
a partial loss of ability. Since the term “may” is used, it is 
also possible that, at the system level, there are no conse-
quences, while there is only the requirement to repair the 
redundant unit.

3.6.5: “a random hardware failure is a failure that occurs 
at a random point in time that is the result of one or more 
possible hardware degradation mechanisms”;

3.6.6: “a systematic failure is a failure deterministically 
associated with a certain cause that can only be eliminated 

by modifying the design or the process, operations, docu-
mentation, or other factors”.

In these above two definitions, failures are distinguished 
depending on the mechanism that caused them. Accidental 
hardware failures are associated with the processes of age-
ing and degradation. Systematic failures are associated with 
design errors, etc. However, these failures also manifest 
themselves stochastically [19] when the failure mechanism 
is triggered, therefore they are deterministic only in the sense 
that one cause can be clearly defined. The time of occurrence 
is in many cases random. This randomness is caused by the 
environment that produces random external effects. To be 
precise, two sub-types should be distinguished: 

a) the system contains an error, e.g., a software error. An-
other example could be a system that is unable to withstand 
certain high or low temperatures, although that is required. 
There is no ageing. Once an effect triggers such error, the 
system fails at a random time. The randomness is caused 
by the randomness of the external effect.

Due to erroneous processes, the system has a weakness. 
This weakness, for instance, consists in reduced resistance 
to loads, environmental effects, etc. An example is degraded 
mechanical parts that fail due to fatigue. Here, we can 
observe the triggering of the accidental failure mechanism 
caused by a design error that would otherwise have been 
eliminated through design solutions if the component was 
strong enough.

3. Analysis and conclusions 
The analysis clearly shows how fault, failure and error 

should be interpreted.
Failure is always associated with a loss of function, i.e., a 

function as the ability to perform as required by all standards. 
It should be noted that this requirement may also be implicit, 
i.e., the system does not operate as expected. It should be 
noted that wrong user expectation does qualify as failure. 
Failures should be distinguished from sneaks (see, e.g., [17]). 

Fault is defined as a system’s inability to perform the 
required operation to the full extent that, under certain con-
ditions, may escalate into a failure. The term “fault” may 
be translated into Russian in two different ways (failure, 
malfunction) that are used in parallel to each other depend-
ing on the document.

Error as a discrepancy between a calculated, observed 
or measured value or condition and a true, specified or 
theoretically correct value or condition, a deviation that 
is present and, under certain conditions, could turn into a 
failure. A typical example is non-critical software errors. The 
so-called systematic failures are actually errors that can turn 
into critical errors (failures). Let us note that the definitions 
in [6] can be used, as they show general agreement, which 
is not surprising for an international standard.
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Introduction

The paper aims to formulate substantiated suggestions 
for clarifying certain terms and concepts of the standard [1]. 
The paper substantiates the definitions of a number of terms 
and concepts that, in the author’s opinion, could provide 
the foundation for the adoption of agreed (compromise) 
solutions. 

Source overview

In [10], the author correctly observed that technical stand-
ards require preliminary elaboration in terms of humanities. 
As the result, a set of agreed and consistent terms should 
be substantiated. 

In [11], unorthodox approaches are set forth to the mat-
ters of technical item dependability in terms of design and 
development. 

In [8], the requirements are defined for the used termi-
nology in terms of internal logical consistency and specific 
terms are identified, whose use violates such requirements. 
Such terms include: “methods of dependability definition”, 
“dependability estimation”, “state of item”. 

In [8], the concepts are defined that are referred to in the 
name of the standard [1]: term, definition, dependability. 

Term, a word or phrase that clearly designates a certain 
concept used in the field of dependability.

Definition, a wording that clarifies the meaning, content, 
essence, primary characteristic features of the terms using 
known and meaningful words. 

Dependability is the property of an item to maintain 
in time the ability to perform the required functions in the 
specified modes and conditions of operation, maintenance, 
storage and transportation. 

The definition of the term “dependability” is according 
to the standard [1]. It defines the essence of the term and 
its content as a property. This definition is unambiguous. 
No other interpretations, methods, variants, varieties of the 
definition of the term “dependability” must exist. 

Methods

Besides the requirements of [8], the definitions of terms 
should include features that reveal the substance of the terms. 

A new term – “dependability theory” – should be added 
to the basic concepts. This term is well-established and 
generally accepted. There is a number of monographs 
and textbooks entitled “Dependability theory”. This term 
should also be used to define other dependability-related 
terms. Therefore, the term “dependability theory” should 
be included in the state standard.

Dependability theory: a set of scientific provisions that 
describe, substantiate and explain the principles, laws and 
correlations of phenomena in the field of dependability. 

In [8], it was noted that the term “State” was used in the 
title of Section “3.2 States”, yet it was not defined. Addi-
tionally, the term “State of item” is not defined either. The 
most appropriate terms associated with the states of items 

is “Technical state of item”. The term and its definition are 
given in standard [2]: 

Technical state of item (technical state, state of item, 
state): a set of properties of an item that is subject to changes 
in the course of its manufacture, operation, transportation 
and storage, characterized by parameter values and/or quali-
tative characteristics defined in the documentation. 

In the author’s opinion, the term “Technical state of 
item” should be made a basic concept and – along with its 
abbreviated forms – used in other sections of the standard. 

Important terms are those that are associated with depend-
ability calculation and its methods. The terms “dependability 
calculation” and “methods of dependability calculation” are 
used in reference and research literature, but they are not 
defined in the fundamental dependability-related standards. 
Let us definite those terms as follows:

Dependability calculation: mathematical calculations 
for the purpose of obtaining numerical values of depend-
ability indicators of an item according to the rules established 
in the dependability theory. 

Method of dependability calculation: a special tech-
nique or system of techniques for dependability calculation 
based on the laws substantiated in the dependability theory. 

In accordance with standard [3], the terms are divided into 
two types, i.e., probabilistic and statistical. That means that 
dependability calculations can be based on the methods of 
the probability theory or mathematical statistics. Hence, the 
methods of dependability calculation are divided into two 
main classes, probabilistic and statistical. On the basis of 
the probability theory, the values of dependability indica-
tors are calculated in terms of the properties of the entire 
assembly, while based on mathematical statistics, they are 
estimated according to sample observations of a certain set. 
Naturally, this does not rule out joint use of the probabilistic 
and statistical methods. 

So, two classes of dependability calculation methods 
should be identified. 

Probabilistic methods of dependability calculation: 
the methods of calculating dependability indicators based 
on the probability theory. 

Statistical methods of dependability calculation: the 
methods of calculating dependability indicators on the basis 
of mathematical statistics.

Note 1. Those terms can be formulated differently, for 
example: methods of dependability calculation based on the 
probability theory/mathematical statistics. 

Note 2. Those terms can replace the terms in [1]: the 
computational method for determining dependability, the 
computational and experimental method for determining 
dependability, the experimental method for determining 
dependability. 

Note 3. The probabilistic and statistical methods can be 
used to calculate not only dependability indicators, but also 
various characteristics of random events and random values 
used in the field of dependability. 

It should be noted that the term “statistical methods of 
dependability calculation” is used in [11]. 
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Probabilistic methods are used to calculate the probability 
of random events and numerical values of dependability 
indicators that are numerical characteristics of random val-
ues. The dependability theory provides various probabilis-
tic methods of dependability calculation that are set forth 
in monographs, manuals, textbooks and research papers. 
The standard [4] is dedicated to methods of dependability 
analysis (calculation). The specificity of methods based on 
the event tree and flow chart analysis have been examined, 
the Markovian, Petri net and other methods have been 
considered. The application of the Markovian methods is 
described in the standard [6], including the conditions of 
application, construction of state-transition diagrams, for-
mulas for calculating the dependability of specific circuits. 
The standard [5] sets forth block diagrams on whose basis 
dependability is calculated, considers Boolean methods, the 
reduction method, etc. The subject matter of the author’s 
research activities is the development of matrix methods of 
dependability calculation [9]. 

The standard [4] identifies statistical methods of assess-
ing the probability of no-failure, defines the areas of their 
application and advantages. The statistical methods include 
Bayesian, Monte Carlo and others. The general terms associ-
ated with the statistical methods are set forth in standard [3]. 
The statistical methods are used for dependability indicator 
estimation. 

The primary statistical terms include “estimate” and 
“estimation of dependability indicators”. 

Estimate of dependability indicator: the numerical 
value of a dependability indicator calculated from sample 
data.

Note: an estimate of dependability indicator is random 
and can take different values from sample to sample. 

Estimation of dependability indicators: an operation 
that consists in obtaining (calculating) the numerical values 
of the dependability indicator from sample data.

Note 1. A dependability indicator is estimated based on 
statistical methods of dependability calculation. 

Note 2. The purpose of an estimation is to obtain an 
estimate of a dependability indicator. 

Discussion and conclusions

The paper sets forth specific suggestions for improving 
the dependability-related terminology. The author only con-
sidered a limited number of terms. The primary terms should 
include “dependability theory”, “dependability calculation”, 
“dependability calculation method”. The definitions of the 
terms “technical state of item”, “dependability estimate”, 
“dependability estimation” were clarified.

The author hopes that the publication and discussion of 
the above suggestions will enable a stricter approach to the 
wordings of the dependability-related terminology standard. 
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of complex multi-loop transportation systems comprising not completely supervised subsys-
tems. Method. For the description of a safety model, the paper uses systems theoretic pro-
cess analysis (STPA) methods and the principles specified in ISO/PAS 21448:2019 (SOTIF). 
Result. The paper shows drawbacks of the FTA and FMEA local risk analysis methods and 
demonstrates a demand for some universal approach based on the combination of STPA and 
control theory. It gives an overview of the major stages of such analysis for the safety model 
of complex transportation systems exemplified by the Moscow Central Circle, which provide 
a feedback for safety evaluation of a transport control system under development. The paper 
analyzes the feasibility of using a virtual model for control purposes in the form of a so-called 
“supervised artificial neural network”. Conclusion. Today, railways are actively testing autono-
mous systems (with no driver onboard) that apply as their subsystems automatic perception 
modules using machine learning. The introduction of the latter into the control loop complicates 
the task of hazard analysis and safety evaluation of such systems using conventional FTA and 
FMEA methods. The construction of a safety model of such complex multi-loop transportation 
systems comprising not completely supervised subsystems that use machine learning methods 
with not completely predictable behavior requires the application of a systems approach to the 
analysis of unsafe scenarios along with the compilation of a scenario library and the formaliza-
tion of a hazard model’s description, pertaining to the boundaries of various control loops as 
well, in order to reduce the regions of unknown unsafe scenarios for autonomous transporta-
tion systems under development.

Keywords: railway transport, autonomy, safety model, STPA, machine learning, artificial neural 
network (ANN).

For citation: Ozerov A.V., Olshansky A.M. Safety model construction for a complex automatic 
transportation system. Dependability 2021; 2: 31-37. https://doi.org/10.21683/1729-2646-
2021-21-1-31-37

Received on: 23.03.2021 / Upon revision: 12.05.2021 / For printing: 21.06.2021

Dependability, vol. 21 no. 2, 2021
Original article
https://doi.org/10.21683/1729-2646-2021-21-2-31-37

Alexey V. Ozerov

Alexey M.  
Olshansky



Dependability, vol. 21 no.2, 2021. Safety. Risk management. Theory and practice

32

1. Introduction

Today, many countries, including Russia, are testing 
automatic solutions in passenger rail transportation that aim 
for autonomy. Currently, full automation of passenger train 
control (with no driver or personnel onboard trains) has 
been only achieved for subways. According to UITP [1], 64 
metro lines in 42 cities of the world operate in that mode. 

The IEC 26690:2014 standard [2] specifies general re-
quirements for an automatic control system for urban rail 
transport and proposes the following Grades of Automation 
(GoA) of systems (Fig. 1):

It is obvious that along with the increase of the GoA and 
shift to full automation of control, there appear additional safety 
risks that require evaluation and consideration in the process of 
developing the functional safety concept of this complex control 
system comprising a large number of subsystems. 

Compared to subway systems where access to track is 
restricted and the boarding/disembarking process is eased 
up by using platform screen doors, urban railways have to 
resolve the issue through different means. Those include 
trackside and onboard perception (automatic obstacle de-
tection) subsystems that use machine learning in decision 
making. Their introduction into the control loop significantly 
complicates the already complicated overall task of hazard 
analysis and safety evaluation of the multiple-loop control 
system associated with the safety of people. This task can-
not be solved by means of the conventional FTA and FMEA 
hazard analysis methods only. 

2. Problem definition 

The aim of the paper is to outline a new analysis method 
for a safety model of complex multi-loop transportation 

systems comprising not completely supervised control loops, 
subsystems and modules. In a practical sense, this method 
could be used for safety evaluation of a driverless control 
system planned to be deployed on the Moscow Central 
Circle (MCC). 

The key factors threatening the functional safety of a 
complex system may be described by the following list:

– Lost control commands or errors in transmission of 
external incoming information;

– Incomplete, incompatible, incorrect process model;
– Control algorithm errors (generation defect, errors of 

process scenario changes, problems of adaptability and 
trainability, inappropriate changes, errors in system state 
evaluation, system identification errors); 

– Invalid, incorrect or missing control commands; 
– Target or mechanism actions unfit for the process;
– Inadequate responses from sensors and observers;
– Invalid, incorrect or missing feedback;
– Feedback inaccurate measurements or delays;
– Delayed delivery of commands, input losses or errors;
– Component failures, unrecognized external noise/com-

mands, their possible overlapping.
1. The basic premises for shaping a new approach to the 

construction of a safety model of complex transportation 
systems may be as follows:

2. Division into basic subsystems and error tree analysis 
for each subsystem does not take into account the interaction 
of these subsystems.

3. In a complex system, there may occur an event, when 
despite the constituent subsystems being operable, there may 
be incomplete interaction or multiple simultaneous delays 
due to external factors, which will cause an unintended 
reaction of the system in question.

Fig. 1. Grades of Automation (GoA) of operational modes in railway transportation
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4. Complicated and time-consuming task of complete 
analysis of events in the system. 

Insufficiency of a conventional redundant 2ooX system 
safety model when using ANNs in one or several subsys-
tems. Necessity of applying additional safety measures, e.g., 
the implementation of a decision-making algorithm based 
on a digital twin. At the same time, the introduction of a 
digital twin (or virtual model) into a safety-critical system 
is an absolutely new and not yet well-proven approach to 
functional safety that is subject to further research (see 
Shubinsky et al., 2021 [3]). 

3. STPA-based safety evaluation 
methodology 

According to Qi Y. et al. (2020 [4]), the construction of a 
complex system safety model involves the development of a 
multi-level control system that includes the descriptions and 
apportionment of functional responsibilities between the sys-
tem’s components. The upper hierarchical level is a controller 
(control element) with a process model. The process model 
generates control commands through relations in the state 
space and a calculated control algorithm that is transmitted 
to the lower structures (target actuators). Through feedback 
devices, targets and other lower-level devices report about 
the execution of higher-level commands. The upper-level 
controller refers to the safety model and by comparing it with 
the received feedback, corrects the internal state of the model. 

For such safety model, the probability of incidents comes 
down to situations where the internal state and feedback in 
the process model do not match. Such model is relevant 
to the functional structure of the system in question, while 
taking into account the relationship between subsystems as 
a sort of extension of multi-level control circuits. 

The proposed methodology is based on STPA methods 
assuming that we construct control and feedback circuits, 
target actuators, sensors and control processes and establish 
relationships between them that can be safety restrictions 
designed as systemically predefined cases (by the design 
and structure of such subsystems). By directly analyzing 
risks through an appropriate control process model, one 
has to evaluate safety requirements and all possible control 
solutions for each part of the system to identify potentially 
hazardous control actions and to improve the level of safety 
and restrictions that prevent hazardous behaviour caused by 
such control actions.

The STPA method (systems theoretic process analysis) 
appeared as a further development of the STAMP model 
(systems theoretic accident model and processes) proposed 

Fig. 3. Types of operational scenarios taken into account for a system’s safety evaluation 

Fig. 2. STPA method application procedure 
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by Leveson (2004, [5]) and based on the control theory. 
The method is actively used in aviation, nuclear power and 
other industries associated with special safety requirements 
and complex systems. The method application procedure 
consists of 4 steps shown in Fig. 2 (see Chaima Bensaci et 
al., 2018 [6]):

Obviously, at the first step, we have to construct a scenario 
map for the entire complex system with scenario-to-scenario 
transition rules. Such scenarios could include all trigger 
events that lead to damage. In compliance with the ISO/
PAS 21448:2019 (SOTIF) standard [7], one should take into 
account 4 scenario types presented in Fig. 3:

When constructing a safety model for a complex system, 
the objective is to get the maximum coverage for all sce-
narios and to bring the number of unsafe control scenarios 
to an acceptable level. As regards the MCC transportation 

system, we may propose a basic set of 1 and 2 type opera-
tional scenarios, which must be taken into account when 
constructing a safety model and compiling a general library 
of operational scenarios (Fig.4).

At the second step, it is required to construct a complete 
structural diagram of the control system under consideration. 
For instance, the MCC control system is designed as a multi-
loop control system that implies two control modes, i.e., 
“autonomous” and remote (“remote control”) (see Popov, 
2020 [8]). In addition to the conventional track circuit-based 
train protection system, the control loop also includes radio 
communication between trackside and onboard train control 
and protection systems, as well as automatic obstacle detec-
tion by means of onboard and trackside perception modules 
that use ANNs and transmit relevant information to the 
remote control and supervision centre (RCSC). The overall 

Fig. 4. Basic operational scenarios on urban railway such as the MCC
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architecture of the proposed MCC GoA3/4 control system 
is shown in Fig. 5 (red dash line indicates the subsystems 
making up the GoA3/4 control loop):

The presented control structure reduces the number of 
control layers as early as at the design stage and introduces 
some hierarchical order making the number of layers equal 
to two. The paper by Arnold (2004 [9]) clearly demonstrated 
that the systems with the number of layers equal to two can 
be sustainable provided that the upper-level control circuits 
are designed in a correct way. However, there should be fur-
ther research and optimization of this structure to normalize 
relationship between control system complexes. 

The third step of the study is the most time-consuming 
involving the definition and description of functional safety 
hazards according to the list of operational scenarios for 
each unit of the system at different hierarchical levels. Let 
us introduce the following notations for the purpose of 
analysis of the identified hazards: Sc is the total number 
of causal scenarios obtained through combinatorial means 
(which ensures 100% coverage of all devices and their 
combinations), Mod is the set of devices in the control loops 
that affect the functional safety of the system, F is the set 
of unsafe modes, R is the matrix of relationship between 
devices and unsafe modes, assuming that each device is 
incident with itself, i.e. the minimum sum of points in each 
device’s line is 1.

In this case, subject to small modifications in terms of 
implementation in a particular programming language, 
the algorithm proposed by Yan F. et al. (2019 [10]) is 
applicable for the purpose of building a library of causal 
scenarios. 

Therefore, with the introduced notation taken into ac-
count, we obtain the following sequence of actions to 
describe the functional safety hazards: 

0. As the result of processing of a complete library of 
scenarios constructed according to the above syntax rules, 
one forms Mod, F sets.

1. R shall be constructed as a matrix (|Mod|, |F|). Note 
that the power of F set exceeds the total number of failure 
modes, since the same failure mode can be present in several 
scenarios. At the first stage, |FYan F|>>|M| inequality shall 
be satisfied. 

2. If R matrix line contains more than one entity, this 
means that at least one device out of М recorded in this line 
is involved in several failure modes.

3. Then identical columns shall be searched for. Their 
presence means that failure modes in them are the same. 
They can be included into one final scenario.

4. Thus, we have a library of relevant scenarios.
Such scenarios can be defined at all structural levels of the 

system under consideration. The general approach involves 
the following main stages of functional safety analysis:

1. Compilation of standard scenarios (see above), de-
sign of a hierarchical control structure, information flow 
diagrams.

2. Identification of hazard causes.
3. Development of safety measures.
The hierarchical control structure is a graphic representa-

tion of control layers, control commands from upper layers 
to lower layers and signals from lower layers, taking into 
account in the limit of sensors, doors, humans and microcon-
trollers. The selected units and devices are then described in 

Fig. 5. The overall architecture of the MCC command and control system
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terms of normal and emergency behaviour as follows: “under 
normal conditions, N unit of X system provides (guarantees) 
a given property within the given range for the item.” 

A set of such statements as regards the elements of a hi-
erarchical structure allows easily building a table of unsafe 
control actions. The table defines the description format: 
systems level hazards/control actions/not executed/executed 
incorrectly/control action is too early or too late/control ac-
tion execution time is too short or too long. 

The last 4 categories constitute unsafe scenarios (control 
actions). For each unsafe control action, the “cause – con-
straint” system is described, whereas the constraint describes 
the principles of safe behaviour in a particular situation under 
the selected unsafe control actions. For instance, the loop 
“train – Remote Control and Supervision Center (RCSC) 
– trackside obstacle detection system (TODS)” contains at 
least 2 sources of unsafe control actions, i.e., the signal from 
RCSC that may not arrive to the train, and TODS that may 
not send a request or send it too late. As the result, com-
munication becomes a critical source of risk for the entire 
MCC transportation system.

A separate research will presumably be needed to cover 
unsafe scenarios that may take place at the boundary or at 
the overlap of the identified complexes “cause – constraints”, 
or control loops. Special attention will have to be paid to the 
“overlap” of RCSC – TODS and “onboard perception unit 
(OPU) – RCSC” loops, as there is a probability of unsafe 
control actions from both loops when a train is in a low 
visibility area (TODS responsibility zone). Also, it should 
be kept in mind that neither loop is completely observable 
since both OPU and TODS use machine learning algorithms 

(VoVNet family convolutional ANNs), whose behaviour 
cannot be considered completely predictable.

It may result in a further review and change of the safety 
model of a transportation system under design by means of 
introducing an additional component in the model taking on 
the supervision and constraining function. As a constraining 
element, there are various alternatives being researched – 
from final state machine based on “hard” logics to supervis-
ing network. Fig. 6. shows a simplified control structure, a 
virtual model (“digital twin”) that can be implemented as 
“supervised ANN”. 

Unfortunately, the supervisor in the form of the so-called 
“supervised ANN” has a delay (if an adequate solution does 
not appear at the second step, its search can last longer than 
two steps and even infinitely, till it is not stopped by a decision 
maker). Moreover, the supervisor’s algorithms of acceptabil-
ity estimation and decision-making must be fast enough in 
order that a total delay could be reasonable. It should be kept 
in mind that the confidence level P returned by a decision-
making algorithm will always be less than 100%. We hope 
that further research will help solve these issues. 

4. Conclusion
With the increase of the GoA and shift to full automation 

of control, for a transportation system there arise additional 
safety risks related to not completely predictable behav-
iour of the constituent subsystems due to the application 
of machine learning methods in them. The introduction 
of ANN-based perception modules into the control loop 
significantly complicates the task of hazard analysis and 
safety evaluation of such systems using conventional FTA 

Fig. 6. Control structure with a virtual model
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and FMEA methods. Evidently, the construction of a safety 
model of such complex multi-loop transportation systems 
requires the application of a comprehensive approach. 

This approach must include a mandatory systems analysis 
of unsafe scenarios along with the compilation of scenarios 
library and the formalization of a hazard model’s description, 
pertaining to the boundaries of various control loops as well. 
The systems analysis may result in a further review and change 
of the safety model of a transportation system under design and 
the conclusion about the necessity of having an additional com-
ponent in the model taking on the supervision and constraining 
function – e.g., by implementing a decision making algorithm 
based on a digital twin. At the same time, the introduction of a 
digital twin (or virtual model) into a safety-critical system is an 
absolutely new and not yet well-proven approach to functional 
safety that is subject to further research. We can only hope that 
further research will make it possible to prove the feasibility of 
constructing a “supervised artificial neural network” comply-
ing with the conventional safety requirements applied to mass 
transportation systems, or to develop some other adequate 
supervision and constraining algorithm. 

In turn, the proposed method based on STPA and control 
theory may become a universal methodological platform 
for the simulation and design of autonomous transportation 
systems. As a logical extension, based on the presented ap-
proach there may later also follow some design and develop-
ment of a specialized software for automated risk evaluation 
of systems and technological process under construction. 
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Abstract. Aim. To suggest an approach to identifying the common features of statistical se-
ries containing information on the time, place and external conditions of the development and 
propagation of emergency situations associated with fires and ammunition explosions at fixed 
storage facilities, to synthesize the function of partial risk indicator of such situations, i.e., 
the energy susceptibility to external effects of ammunition storage systems. Methods. The 
paper uses methods of mathematical analysis of statistical series and probability theory. For 
the first time ever, individual external conditions of emergency situations involving ammunition 
are analysed using statistical series (rate of insolation). Results. The paper has collected and 
classified statistical data on emergencies involving fires and explosions in ammunition storage 
facilities that took place in the current century in a number of countries of the world, whose 
emergency nature was confirmed by extensive media coverage. Using statistical series analy-
sis, an exponential relationship has been established between the rate of fires and explosions 
and the total power saturation of the ammunition storage system. Conclusions. The frequency 
of emergencies involving fires and explosions depends on the overall power saturation of the 
storage system that is defined by the solar intensity in the area of the ammunition storage 
facility that depends on its latitude and season. The suggested approach allows, by analys-
ing empirical data on the time and place of emergencies, identifying the specific survivability 
values of a hazardous storage facility characterizing the energy susceptibility of the system to 
the effects that trigger explosions and fires. 
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Introduction

The emergency of any phenomena of the real world is 
determined by comparing them with similar phenomena 
on the basis of the frequency of their onset and the extent 
of the transformation of the environment in the course of 
such events. The trends in the occurrence of rare events with 
potentially major consequences are the subject matter of 
the risk theory. The quality of risk assessment and analysis 
defines the efficiency of the management of complex poten-
tially hazardous systems, including missile and ammunition 
storage facilities.

Today, along with analytical models, simulation, event 
and solution tree analysis, heuristic methods of knowledge 
acquisition, neural network programming and learning are 
widely used for assessing the risks associated with the be-
haviour of complex systems. The validity of the estimates 
obtained using a certain method of analysis of phenomena 
and synthesis of scientific knowledge depends on the qual-
ity and amount of the obtained information (initial data) 
and the quality of the analysis and synthesis mechanism. 
The higher is the number of factors taken into account as 
part of risk analysis, the more valid is the system behaviour 
model and higher is the accuracy of risk assessment. This 
approach allows synthesizing the emergency risk func-
tion in the form of a multiplicative convolution of partial 
indicators ri.

.

In addition to the man-made, technology-related and 
natural factors that characterize the probability of events 
able to cause emergencies, the overall level of system 
susceptibility to energy effects that define the probability 
of emergency propagation in time and space should be 
examined as an additional partial indicator of the risk 
function. 

In many previous studies [1-10], based on statistical 
data, the underlying causes of such fire and explosion 
emergencies (FEE) were analysed. This paper deals with 
environmental energy conditions that contribute to the 
propagation of fires and explosions. The primary source 
of energy for all processes on the Earth’s surface is the 
radiant energy of the Sun called solar radiation. The en-
ergy of stellar radiation and heat coming to the surface 
of the Earth as the result of the processes taking place 
within it are negligible compared to solar radiation [11]. 
The formation of organic matter that constitutes the basis 
of combustible and explosive materials is essentially the 
process of accumulation in the course of billions of years 
of biotransformation of the primary source of energy within 
the molecular bonds of the substrate. 

The purpose of the paper is to identify new correlations 
between a system’s energy saturation and the frequency of 
FEEs at ammunition storage facilities.

1. Problem definition

The ability of explosive and flammable materials to 
initiate cascading combustion and explosions of other 
substances underlies the potential hazard of ammunition 
storage facilities. Stored ammunition is essentially ac-
cumulators of destructive energy connected by potential 
initiation relationships. The damage caused by the de-
structive operation of such energy depends on the energy 
potential of the chemical elements in the ammunition, 
the energy potential of the fire load at the storage facility 
(crating, structures, vegetation) and the degree of loss of 
control over the energy release. Thus, the level of emer-
gency of the ammunition fires and explosions is defined 
not only by the level of intentional control input, but by 
the intrinsic properties of the system, its energy capacity. 
It is obvious that if a system’s energy saturation is zero 
(absolute zero temperature), no chemical processes within 
materials are possible. Another boundary condition for 
the onset and propagation of FEEs is the energy satura-
tion of the system reaching energy-releasing reaction in 
organic materials. For black powders, ignition becomes 
possible after hours-long exposure to temperatures in 
excess of 400° K. Thus, the frequency of explosions and 
fires at each storage facility is supposed to depend on 
the energy input into the system. Under known bound-
ary energy conditions of reliable or impossible onset of 
the event of explosion and fire initiation, it is required 
to define the function of the effect of a system’s energy 
saturation on the frequency of explosions and fires in 
order to determine the partial indicator of risk, i.e., the 
system’s susceptibility to energy effects. 

2. Overview of previous research
Normally, FEE is a consequence of factors of intentional 

or unintentional human influence (man-made factor), errors 
or failures of technology (technology-related factor) and 
stochastic natural effects (natural factor). Each of these 
factors depends on the spatiotemporal characteristics of 
the system. 

In [1-9], it is noted that the “human factor” dominates in 
the causality of FEE. Thus, in [6], based on the analysis of 
a large set of statistical data, it is noted that the number of 
technology-related fires following a temperature increase 
goes down [r = – 0.72], while the number of fires due to 
social causes increases [r = 0.73] instead. The number of 
fires caused by other factors is not associated with tempera-
ture dynamics.

The yearly distribution of incidents was examined in 
[1, 2]. Those works identified trends for higher frequency of 
incidents in fire hazard periods. For instance, out of 73 FEEs 
at ammunition storage facilities examined in [2] 93% took 
place during the warm season from March to October. The 
authors attribute that to the fact that most scheduled activi-
ties involving ammunition are carried out during the warm 
season, whereas they start in May and the end in October 
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[2, p. 32]. However, it should be noted that as the ambient 
temperature rises, within the system, the intensity of chemi-
cal processes increases, the energy threshold of initiation of 
combustion and explosion reactions decreases and the fire 
load on the storage facility premises grows. Thus, growing 
overall energy saturation of the system affects the frequency 
of explosions and fires. 

3. Definition of input data

Achieving the designated goals involved examining the 
distinctive features of FEE development identified as part of 
the analysis of publicly available statistical data on the time, 
place and external conditions of mass explosions of am-
munition at fixed storage facilities in a number of countries 
starting from 01.01.2001. The very fact that information on 
such incidents was covered in the media allows qualifying 
them as “extraordinary” and indicates that the examined 
energy connections are manifest in the sequence of mass 
explosions and fires.

The environmental temperature and humidity, the rates 
of thermal currents and static voltage in the air masses that 
affect the explosion and fire safety of the storage system, 
depend on the radiant energy of the Sun. The causality 
is clear: high temperature and low humidity dry out the 
fire load in the FEE area and increase the sensitivity of 
the explosives and powders to the initiating effects; the 
flows of oxygen-rich air facilitate the combustion reac-
tion; the static voltage discharges, forming lightnings of 
hot plasma.

Almost all (90%) the radiation energy from the Sun is 
received by the Earth at the upper boundary of the atmos-
phere [11]. The amount of heat delivered by solar radiation 
per 1 cm2 of a surface perpendicular to the beams of sunlight 
per 1 min of time is called solar intensity and is determined 
using the formula:

I = S/4πr2,

where: S is the radiating power (radiant emittance) of the 
Sun equal to about 4∙1020 MW; r is the distance between the 
Earth and the Sun.

Given the average distance between the Earth and the 
Sun r = 149.600 mil km, the solar intensity is 1.98 cal/(cm2 
min) or 1.37 kW/m2. This value is called the solar constant. 
The energy spectrum of solar radiation at the boundary of 
the atmosphere is close to that of the absolutely black body 
with the temperature of about 6000 K.

The distribution of solar radiation at the outer fringe and 
its change over time depend on the following causes:

1. Solar activity. In the peak years, the power of solar 
radiation can increase by 2%. As the solar activity grows, 
the Earth experiences increased intensity of magnetic and 
ionospheric disturbances affecting the man-made and 
technology-related factors of FEE;

2. Distance between the Earth and the Sun. Since 
the Earth’s orbit is an ellipse, in January, the distance 

r1 = 147.100 mil km, while in July, r7 = 152.100 mil km. 
On the day of the winter solstice, the solar intensity is about 
3.3% stronger than in spring and autumn, while on the day 
of the summer solstice it is 3.3% weaker.

3. The incident angle. The amount of incoming solar 
radiation (insolation) changes over time due to the deviation 
of the earth axis from the perpendicular to the orbit plane 
by 23°30’.

Thus, the cause of the annual and daily cycles of atmos-
pheric phenomena is the rotation of the Earth around the 
Sun and the inclination of the Earth. If we designate the 
solar elevation as ho, then a unit of the horizontal surface 
receives as much less radiation, as the surface area is larger 
than the flow area.

The solar intensity delivered to a surface at an angle of 
h0 equals

Ih = I0 sinh0,

where: I0 is the rate of solar radiation per 1 min per 1 cm2 of 
a perpendicular surface, h0 is the flow incident angle. From 
astronomy, it is known that 

sin ho = sin φ sin δ + cos φ cos δ cos ψ cos,

where φ is the site latitude; δ is the solar declination; ψ is 
the local hour angle of the Sun.

Consequently, the heat inflow from solar radiation to a 
horizontal surface depends on: 

1. Site latitude φ that largely defines the differences 
between the climate zones;

2. Solar declination δ that changes during the year from 
δ = 23.44°N to δ = 23.44°S, which defines the seasons;

3. Local hour angle of the Sun ψ that defines the daily 
variation of the solar intensity;

4. Distance between the Earth and the Sun r. 
For the purpose of the analysis of the parameters of 

the evaluated system, the geographical coordinates of the 
potentially hazardous facilities are the initially specified 
spatial characteristics.

The values   of the solar declination (δ), time of sunrise and 
sunset for specific dates can be determined using the solar 
calculator: http://www.timezone.ru/suncalc.php. 

With an error of ±0.2º, the solar declination is calculated 
using the known formula (Wikipedia):

δ = – arcsin(0.39779 cos(0.98565º (N+Nds))+ 
+1,914º sin(0.98565º (N–Na)))

where: N is the sequence number of the estimated day from 
January 1; Nds is the number of days since the December 
solstice before January 1 (Nds = 10); Na is the number of days 
after January 1 before the perihelion (Na = 2).

The local hour angle of the Sun ψ is related to the latitude 
and solar declination with the formula:

ψ = arccos (–tg φ tg δ).
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Table 1. Emergencies associated with fires and ammunition explosions

No. Site Latitude φ
(degrees) Date JDN Daily insolation 

Q (MJ/m2)
1 2 3 4 5 6
1 Desselbrunn, District of Vöcklabruck, Austria 48.02 01.02.2018 32 12.635
2 Shirvan, Azerbaijan 39.92 26.07.2016 208 40.022
3 Giləzi, Khizi District, Azerbaijan 40.87 27.08.2017 239 34.957
4 Zemelan, Albania 41.32 06.05.2006 126 38.043
5 Gërdec, Albania 41.42 15.03.2008 75 26.792
6 Aïn Defla, Algeria 36.32 18.10.2015 291 24.974
7 Bashgah, Afghanistan 34.52 02.05.2005 122 38.331
8 Parwan, Afghanistan 35.02 23.03.2006 82 31.135
9 Chelopechene, Bulgaria 42.70 03.07.2008 185 41.771
10 Kostenets, Bulgaria 42.27 08.08.2014 220 38.144
11 Kostenets, Bulgaria 42.27 20.03.2015 79 27.434
12 Iganovo, Bulgaria 42.67 04.04.2015 94 31.076
13 Kazanlak, Bulgaria 42.62 25.04.2016 116 36.007
14 Maglizh, Bulgaria 42.60 27.05.2016 148 40.776
15 Hamburg, Germany 53.55 30.08.2002 242 30.118
16 Aden, Yemen 12.78 28.03.2015 87 37.158
17 Maharashtra, India 21.27 31.05.2016 152 39.728
18 Port of Tanjung Priok, Indonesia -1.08 05.03.2014 64 37.934
19 Baghdad, Iraq 33.35 06.06.2018 157 41.279
20 Tokrau, Kazakhstan 46.83 08.08.2001 220 37.371
21 Arys, Kazakhstan 42.43 20.03.2009 79 27.358
22 Karaoy, Almaty Region, Kazakhstan 43.52 08.06.2009 159 41.596
23 Otar Station, Kazakhstan 43.55 27.08.2013 239 34.237
24 Arys, Kazakhstan 42.43 26.06.2014 177 41.994
25 Arys, Kazakhstan 42.43 24.06.2019 175 42.012
26 Hengyang, China 26.97 18.06.2014 169 40.848
27 Mbuji-Mayi, Democratic Republic of the Congo -5.50 26.01.2014 26 38.373
28 Maputo, Mozambique -25.23 22.03.2007 81 34.061
29 Lagos, Nigeria 6.45 27.01.2002 27 34.254
30 Podali, Khabarovsk Krai, Russia 50.55 17.01.2001 17 8.715
31 Nerchinsk, Chita Oblast, Russia 51.98 22.06.2001 173 41.797
32 Gusinoye Ozero, Buryatia, Russia 51.12 20.07.2001 201 39.885
33 Syzran, Samara Oblast, Russia 53.17 10.07.2002 191 40.881
34 Snegovaya Pad, Primorsky Krai, Russia 43.12 16.10.2002 289 21.853
35 Khabarovsk, Russia 48.48 13.06.2003 164 41.711
36 Norsk, Amur Oblast, Russia 52.33 18.06.2003 169 41.721
37 Kiparisovo, Primorsky Krai, Russia 43.47 13.07.2003 194 41.207
38 Achkhoy-Martan, Chechen Republic, Russia 43.18 07.12.2004 342 12.168
39 Kronstadt, Russia 60.00 17.05.2005 137 36.768
40 Ulan-Ude, Republic of Buryatia, Russia 51.83 16.06.2005 167 41.683
41 Yuzhnye Koryaki, Primorsky Krai, Russia 53.27 01.10.2005 274 20.459
42 Lodeynoye Pole, Leningrad Oblast, Russia 60.73 23.05.2008 144 38.208
43 Fokino, Primorsky Krai, Russia 42.97 30.09.2008 274 25.822
44 Karabash, Chelyabinsk Oblast, Russia 55.48 14.09.2009 257 24.647
45 Ulyanovsk, Russia 54.32 13.11.2009 317 8.711
46 Ulyanovsk, Russia 54.32 23.11.2009 327 7.089
47 Arga, Amur Oblast, Russia 51.27 28.10.2010 301 14.053
48 Dachny, Lipetsk Oblast, Russia 52.62 06.04.2011 96 27.590
49 Urman, Bashkortostan, Russia 55.47 26.05.2011 146 39.297
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No. Site Latitude φ
(degrees) Date JDN Daily insolation 

Q (MJ/m2)
50 Pugachiovo, Udmurtia, Russia 56.60 02.06.2011 153 40.199
51 Surgach, Primorsky Krai, Russia 45.52 18.05.2012 139 39.480
52 Koltubanovsky, Orenburg Oblast, Russia 49.02 11.06.2012 163 41.639
53 Orlovka, Orenburg Oblast, Russia 48.83 09.10.2012 283 20.290
54 Chapayevsk, Samara Oblast, Russia 52.98 18.06.2013 169 41.689
55 Bolshya Tura, Zabaykalsky Krai, Russia 51.62 29.04.2014 119 34.384
56 Pugachiovo, Udmurtia, Russia 56.60 04.05.2015 124 34.270
57 Urman, Bashkortostan, Russia 55.47 03.06.2015 154 40.432
58 Yuganets, Nizhny Novgorod Oblast, Russia 56.23 04.08.2016 217 36.005
59 Samara, Russia 53.18 18.10.2016 292 15.238
60 Khalino, Kursk Oblast 51.73 21.04.2017 111 32.268
61 Galichny, Khabarovsk Krai, Russia 50.72 29.07.2017 210 38.522
62 Primorskoye, Abkhazia (Russian Base) 42.58 02.08.2017 214 39.017
63 Pugachiovo, Russia 56.60 16.05.2018 136 37.198
64 Kamenka, Krasnoyarsk Krai, Russia 56.27 05.08.2019 217 35.997
65 Zheltukhino, Ryazan Oblast, Russia 53.75 07.10.2020 281 18.063
66 Parachin, Serbia 43.97 19.10.2006 292 20.621
67 Deir ez-Zor, Syria 35.33 08.10.2017 281 27.710
68 Damascus, Syria 33.52 02.09.2018 245 35.600
69 Abu Dali, Syria 34.43 14.06.2019 165 41.596
70 Mashrua ad-Dummar, Syria 33.52 15.06.2019 166 41.547
71 Shayrat, Syria 34.48 03.08.2019 215 39.559
72 Rmelan, Syria 36.48 21.06.2020 173 41.824
73 Al-Hasakah, Syria 36.48 16.07.2020 198 40.995
74 Novaki, Slovakia 48.72 03.03.2007 62 19.452
75 Juba, Sudan 4.85 23.02.2005 54 36.607
76 Sagamihara (US base), Japan 35.57 24.08.2015 236 36.663
77 Letterkenny, USA 39.93 19.07.2018 200 40.815
78 Abadan, Turkmenistan 38.05 08.07.2011 189 41.544
79 Diyarbakır, Turkey 37.90 16.09.2015 259 31.608
80 Kilis, Turkey 36.72 13.07.2017 194 41.250
81 Hakkâri, Turkey 37.57 09.11.2018 313 19.621
82 Reyhanlı, Turkey 36.27 09.08.2019 221 38.739
83 Kogon District, Bukhara Region, Uzbekistan 39.72 10.07.2008 192 41.407
84 Artemivsk, Luhansk Oblast, Ukraine 48.60 10.10.2003 283 20.421
85 Novobogdanovka, Zaporizhzhia Oblast, Ukraine 47.05 06.05.2004 127 37.235
86 Novobogdanovka, Zaporizhzhia Oblast, Ukraine 47.05 23.02.2005 54 18.258
87 Tsvitokha, Khmelnytskyi Oblast, Ukraine 50.23 06.05.2005 126 36.363
88 Novobogdanovka, Zaporizhzhia Oblast, Ukraine 47.05 19.08.2006 231 35.058
89 Lozova, Kharkiv Oblast, Ukraine 48.88 27.08.2008 240 32.352
90 Svatove, Luhansk Oblast, Ukraine 49.40 29.10.2015 302 14.941
91 Geyevka, Ukraine 49.50 08.03.2016 68 20.719
92 Khmelnytskyi, Ukraine 49.42 22.07.2016 204 39.658
93 Balakliia, Kharkiv Oblast, Ukraine 49.45 23.03.2017 82 24.865
94 Mariupol, Ukraine 47.12 22.09.2017 265 26.280
95 Kalynivka, Vinnytsia Oblast, Ukraine 49.43 26.09.2017 269 24.000
96 Balakliia, Kharkiv Oblast, Ukraine 49.45 03.05.2018 123 35.887
97 Ichnya, Chernihiv Oblast, Ukraine 50.85 09.10.2018 282 19.436
98 Gazost, France 43.02 07.10.2003 280 24.229
99 Salawa, Sri Lanka 6.92 05.06.2016 157 36.159
100 Latacunga, Ecuador -0.27 07.11.2016 312 37.136
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The distance between the Earth and the Sun r is deter-
mined using the formula 

,

where: r0 = 149.6 mil km is the average distance between the 
Earth and the Sun, E = 0.0167 is the Earth’s orbit eccentricity, 

 is the Sun’s geocentric longitude.

Calculating all the arguments that affect heat inflow al-
lows determining the daily insolation in FEE area on the 
day of occurrence Q by the formula: 

,

where: Q is the total daily insolation, MJ/m2; I0 is the solar 
constant equal to 1.37 kW/m2; 

T is the period of the Earth’s daily rotation (equal to 
86 400 s).

Table 1 shows the input data and calculated daily insola-
tion values for each FEE site and time. 

The spatiotemporal distribution of the analysed set of 
FEE is shown in Fig. 1.

4. Determining the dependence of the 
FEE rate of the energy saturation

Certain values of daily insolation in the area of storage 
facilities at the moment of FEE enable statistical analysis 
based on this energy feature of the general population of 
exploded storage facilities (see Fig. 1).

The frequency distribution of 100 FEEs by daily insola-
tion is presented in Fig. 2.

The power approximation of the integral indicator of FEE 
frequency with the insolation thresholds with the certainty 
of R2=0.9976 allows estimating the dependence of the prob-

Fig. 1. Spatiotemporal distribution of FEE by day of year and by geographical latitude

Fig. 2. Distribution of FEEs by daily insolation
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ability of explosions and fires from the energy saturation of 
the environment. 

Thus, the conducted analysis of empirical data allowed 
synthesizing the function of the partial risk indicator, i.e., a 
system’s energy susceptibility to external effects re expressed 
through the value of daily insolation in a certain geographical 
region at a certain time

.

The physical meaning of this indicator can be interpreted 
as the degree of correspondence of the environmental energy 
conditions with the conditions that most favour the develop-
ment of FEEs.

Subject to the proposed partial risk indicator, the synthe-
sized function of FEE risk (ri) will be the product of four 
components:

, 

where:  is the stock value indicator (affects the choice of 
the target of attack);  is the stock vulnerability indicator 
(affects the attack effectiveness);  is the indicator of social 
climate in the FEE area (indicates the aggressiveness of the 
social environment);  is an indicator of energy susceptibil-
ity (reflects the aggressiveness of the environment for the 
FEE development).

The specificity of using the convolution of indicators 
as multipliers is due to the fact that the human perception 
of expected losses has a logarithmic scale. In addition, the 
use of multiplicative convolution does not allow setting 
the partial indicators themselves that may have a natural 
expression, while only setting their weight coefficients: 
a, b, c, d. 

5. Discussion of the results

A number of reasons can be associated with a rapid 
growth of the frequency of incidents as the insolation in-
creases.

1. High-energy radiation (nuclear radiation) causes 
changes in the properties of powders. When affected 
by such radiation, destruction and structuring processes 
occur within them, ions and radicals may be generated 
that sharply increase the rate of chemical stabilizer con-
sumption [5]. 

2. The cause of increased EA sensitivity to rising 
temperature is the weakening inter-molecular binding 
within the substance that facilitates the propagation of the 
initiating effects of wave, kinetic and thermal nature. As 
the temperature rises, the time it takes to heat the wooden 
package and gunpowder/ammunition to combustion tem-
perature decreases, the depth of fragments penetration into 
the protective structures increases, wave attenuation in the 
environment weakens.

3. The power law dependence of the FEE on the level 

of insolation can be due to biological causes: growing 
fire load in ammunition storage facilities, intense growth 
and drying of vegetation, as well as the above-noted 
growing rate of operations involving ammunition. The 
existence of a dependence between the above and the 
comfortable climate conditions of work activity is be-
yond doubt.

4. Growing FEE frequency with rising insolation may be 
due to climate-related causes, e.g., increased frequency of 
thunderstorms, forest fires, peat fires, etc.

Conclusion 

The conducted analysis of statistical data on incidents 
that caused fires and explosions at ammunition storage 
facilities allowed revealing a correlation between growing 
FEE frequency with rising environment temperature and the 
power law dependence of the susceptibility of items in the 
system to external effects on the overall energy saturation 
of the external environment. 

The susceptibility to external effects reflects the corre-
spondence between the actual external energy conditions and 
those that are most favourable for the propagation of FEE. 
This indicator should be used as an adjusting coefficient of 
the integral FEE risk indicator.

The inconsistency of the obtained findings regarding 
the effect of the environmental energy saturation on the 
emergencies involving ammunition explosions and re-
garding the low level of correlation between the frequency 
of forest fires and the air temperature stated in [6 – 9] 
defines the requirement to further examine the differences 
in the ways the environment’s energy characteristics af-
fect the more stochastic processes of mutual initiation of 
explosions and the more deterministic processes of fire 
front propagation. 
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Abstract. Aim. Today, the development and operation of weapons and military equipment is 
characterized by fast-growing customer requirements, which, in turn, leads to their increased 
technical complexity and cost. It is obvious that maintaining the required physical and opera-
tional characteristics of high-technology weapons and military equipment by the users is not 
always possible due to a number of reasons, including insufficient capabilities of the service 
units that do not have the required personnel, assets and competences. In turn, the manufac-
turers involved in the delivery of the government defence order are also interested in shaping 
long-term relations with the customer allowing to build a platform for sound progress. One 
of the possible solutions for such interaction between the customer and the contractor used 
worldwide and in Russia is public-private partnership in the form of life cycle contracts. Despite 
the obvious advantages, its introduction into the practice of weapons and military equipment 
life cycle is hampered by a number of adverse factors (insufficiencies in the regulatory frame-
work and technical standards, poor level of information technology deployment in LC manage-
ment) that need to be overcome in terms of both scientific and practical considerations. It is 
perfectly clear that developing a tool that would allow mitigating a full spectrum of problems as 
part of this study would be an extremely challenging task. Given the above, the paper aims to 
examine risks as one of the aspects of this complex problem that implies the development of a 
new approach to the interaction of the parties involved in a life cycle contract for weapons and 
military equipment, taking into account the current conditions, interests, goals and objectives. 
It involves comprehensive analysis of uncertainty and the whole spectrum of possible risks as-
sociated with the weapons and military equipment life cycle processes. Methods. The mana-
gerial decision-making is based on the decision tree method that allows dividing the complex 
decision-making problem into component tasks and obtaining quantitative risk estimates, thus 
developing an adequate system of measures for the prevention of event risks and reduction of 
their negative consequences. Results. Based on the proposed methodological framework, a 
risk management algorithm has been developed, a matrix has been defined for assessing risks 
and their impact on the temporal and technical characteristics, as well as the costs of a project. 
Conclusion. The suggested approach is universally applicable and can be used by both the 
officials of military authorities in the process of scientific support of LCC implementation, and 
by the management of defense contractors as they develop their interaction with the military 
authorities responsible for the creation and operation of weapons and military equipment.
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1. Introduction

The widespread economic integration of public or-
ganizations and business entities inevitably involved the 
military agencies of the Russian Federation. Outsourcing 
has become the most widely used process [1] implying the 
transfer of a number of non-core functions from units of 
the Ministry of Defence of the Russian Federation (MOD 
RF) to private companies. It normally involves activities 
associated with catering, supply of uniforms and gear, etc. 
In turn, the involvement of weapons and military equip-
ment (WaME) manufacturers into the after-sales service is 
defined in accordance with service contracts that set forth 
a limited scope of WaME maintenance operations. Addi-
tionally, the operator remains responsible for the technical 
condition and operational capability of the WaME. Such 
situation is unacceptable, since the legal aspect contradicts 
the technical one and requires an alternative solution 
that would take into account the interests of all involved 
stakeholders. 

Back in February 2013, at a meeting with defence con-
tractors, the Minister of Defence of the Russian Federation 
made a case for life cycle contracts (LCC). A Decree of the 
President of the Russian Federation followed. Among other 
things, it defined the objective of developing a system for 
managing a complete industrial cycle of weapons, military 
and special equipment. 

It should be noted that the matter of LCC application 
in various industries is not new. As of today, there is a fair 
number of Russian [2-7] and foreign publications [21-24] 
dealing with the subject matter that are usually either general 
in their nature or address the solution of risk management 
problems in individual industries [8-10] and local issues of 
engineering products LCC management [11-15]. In practical 
terms, the most interesting is [16] that makes an overview 
of the experience of LCC application in developed coun-
tries as part of public procurement and the analysis of the 
prospects of LCC development in Russia [17], where the 
author examines a set of problems in the context of WaME-
related matters.

Despite the highest relevance of the issue and the large 
number of studies dedicated to finding the solution, it must 
be stated that there is no adequate theoretical foundation for 
an efficient application of WaME LCC.

A certain optimism is associated with the fact that all 
WaME LC stakeholders are interested in finding a solu-
tion. Each of them pursues their own pragmatic interest. 
Thus, the procurement agency of the MOD RF receives a 
specifications-compliant item that is able to fulfil the tasks 
assigned to the Armed Forces of the Russian Federation; the 
contractor, on the basis of long-term obligations involving 
guaranteed contractual funding, is able to invest in business 
development, while the operating agency is able to obtain 
WaME with required physical and operational characteristics 
with the assistance of third parties. 

Such organization of interaction involves reassigning 
the responsibilities among the WaME LC stakeholders. 

That means that the technical availability of WaME is the 
responsibility of not only the operator, but the contracted 
company. In this case, the manufacturer will be interested 
in creating more dependable WaME, which would later al-
low minimizing the cost of maintenance and repair. For its 
part, the customer, the MOD RF, undertakes to comply with 
the terms of the contract, including the financial ones. That 
will obviously entail a paradigm shift in the way the MOD 
RF interacts with the military industrial complex (MIC), 
whose effectiveness will largely define the quality of the 
weapons systems. 

Conceptually, such method of interaction is good for each 
of the WaME LC stakeholders, yet in practice the situation 
is not as trouble-free, since there are a number of serious 
organizational and legal barriers that prevent the process. 
They were examined in sufficient detail in [5, 17]. 

LC contracts proved to be efficient in many industries, 
including defense procurement in a number of foreign 
countries [18, 19]. But the specificity of the current internal 
processes of MOD RF defines a number of factors that cause 
differences between the public customer and the defence 
contractors. 

Let us consider one of them. The existing system of 
interaction is designed mainly for the peacetime conditions 
and normal operation of WaME, which allows observing 
the scheduled dates of creation, delivery, maintenance, 
reasonably planning the delivery of required spare parts 
and accessories, frequency of maintenance personnel ar-
rival, etc. 

Implementing the WaME LC processes under special 
conditions will be affected by significant uncertainty, 
whose sources will consist in the following: stochastic 
demand for the required quantities of WaME; impossibility 
to accurately predict the locations of intended use; exist-
ence of a large number of factors that cannot be foreseen 
and predicted even in the probabilistic setting; violation 
of service schedules, premature life depletion, as well as 
a high probability of permanent loss of WaME. A separate 
issue is the operation beyond the normal operation period 
and subsequent disposal. 

Thus, LCC will be implemented in an environment of 
uncertainty and risk. These two categories are intercon-
nected.

Let us define uncertainty as incomplete and inaccurate 
information on the conditions of LC processes implementa-
tion, including the associated costs and results. Uncertainty 
involves the presence of factors that make the outcomes of 
actions non-deterministic, while the degree of such factors’ 
effect on the outcomes is difficult to predict. Its sources 
include the lack of knowledge, many external and internal 
environment factors and their possible combinations affect-
ing the WaME LC processes.

Risk is a potential, measurable probability of an adverse 
situation and associated severity of consequences in the form 
of non-compliance with customer requirements, failures 
and faults, contractor’s losses, unfavourable circumstances, 
including act of God. 
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The existence of a large number of risks arising from 
LCC implementation is currently one of the main outstand-
ing issues. In this context, it appears relevant to develop a 
mechanism for the LCC implementation based on proce-
dures enabling the identification, analysis of possible risks 
and development of appropriate managerial decisions for 
their minimization.

2. Methods

Following this reasoning, it is required to identify 
the primary risks associated with LCC implementation. 
That will later allow decomposing them, performing 
their qualitative and quantitative analysis. Figure 1 
shows a generalized risk identification and management 
algorithm that illustrates a conceptual approach to their 
mitigation.

It is quite obvious that identifying a complete list of risks 
associated with the WaME LC process is extremely difficult, 
therefore the groups of the most likely risks were classified 
and then detailed to a level, at which they could be quanti-
fied and described as a particular event (set of events) with 
specific consequences.

In accordance with the established indicator of LC 
management efficiency, we will assume that the ultimate 
goal of LCC will be to ensure the required availability 
value within the budgetary limitations. As the efficiency 
criterion we will use the minimization of the integral risk 
indicator of LCC implementation, including the following 
types of risks [8]:

technical risk that characterizes the discrepancy between 
the performance characteristics and the performance specifi-
cations, which leads to deteriorating combat and operational 
performance;

economic risk that characterizes actual expenditures 
overrunning the planned values and leading to increasing 
LC cost indicators;

temporal risk that characterizes the discrepancies between 
the actual periods of activities and the scheduled dates caus-
ing failure to comply with the customer’s requirements.

Factors of the above risks are identified and analysed ac-
cording to the key LC characteristics, including: customer’s 
requirements, logistics, cost and time parameters.

In this context, let us note that the uncertainty drives the 
risk and should be regarded as its main source. Therefore, 
analysing and subsequently managing risks is to be the 
focus of attention for preventive actions by the LC par-
ticipants, as the elimination of the consequences of past 
events, including risk events, is more about situational 
management. That means that researching uncertainty 
would allow creating an empirical basis for subsequent 
identification and risk management in the course of LCC 
implementation. 

An LCC is essentially a complex, long-term project, 
therefore a major part of managerial decisions requires 
thorough substantiation. The decision tree method is a 
convenient tool for such situations. It allows visualising 
and structuring complex decision-making problems amidst 
uncertainty and risk (see Fig. 2). 

The method is based on decision points and consequence 
points of such decisions. Their number is not limited, 
therefore, so is the number of branches on the tree. Each 
decision point can produce a branch that represents a can-
didate decision in the given situation. For convenience, 
a brief description of the possible action is given. Let us 
denote the possible actions in the decision tree as a1 and 
a2, the execution of each of which can result in conse-
quences from the set bi, i = 1, 2, 3, …, n. In turn, each of 

Fig. 1. A generalized risk management algorithm as part of WaME LCC implementation
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the possible consequences leads to the next decision point. 
That shows the convenience of this approach that allows 
segmenting the complex decision-making problem to the 
required level of detail, thereby ensuring total coverage 
of the subject area. 

The next step involves quantifying the risk of events. A 
quantitative estimation of the risks of LCC implementation 
is required for substantiated planning of activities allowing 
to prevent or eliminate the negative consequences of the 
risk events. If their probability is high, adequate activities 
should be organized, which may require large amounts of 
resources. 

Expert and statistical methods are now the most widely 
used, but the reliability of the application of the former 

depends largely on the competence of the experts, and the 
latter requires the availability of sufficient statistical data, 
which is not always possible in the case of LC contracts. 
Of some interest are the methods of sensitivity analysis, 
scenarios and stability testing that have some advantages 
and disadvantages.

In this context, it is proposed to quantify risks as the prod-
uct of the frequency of the risk event P by the magnitude of 
damage S when realized and to represent them as expression

R = P∙S.

Given its obvious simplicity, this approach is quite 
justified. The fact is that WaME LC is a rather complex 
and lasting project, therefore it does not appear to be pos-

Fig. 2. General view of the decision tree

Table 1. Risk matrix

Frequency
(points)

Degree of damage (points)
Insignificant

(0.05)
Small
(0.1)

Medium
(0.2)

Significant
(0.4)

High
(0.8)

A. Frequent
(1)

1а
Low 
0.05

2а
Moderate

0.1

3а
Moderate 

0.2

4а
High
0.4

5а
Unacceptable

0.8

B. Remote
(0.8)

1в
Low
0.04

2в
Low
0.08

3в
Moderate

0.16

4в
Moderate

0.32

5в
Unacceptable 

0.64

C. Probable
(0.6)

1с
Low
0.03

2с
Low
0.06

3с
Moderate

0.12

4с
Moderate

0.24

5с
High
0.48

D. Improbable
(0.4)

1d
Negligible

0.02

2d
Low
0.04

3d
Low
0.08

4d
Moderate

0.16

5d
High 
0.32

E. Practically 
incredible

(0.2)

1е
Negligible

0.01

2е
Negligible

0.02

3e
Low
0.04

4e
Low
0.08

5e
Moderate 

0.16
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sible to take into account the full range of possible risks. 
But at the same time, each stakeholder involved in these 
processes should understand the extent of the possible 
damage from the realization of a particular risk event 
throughout the project. 

3. Results and discussion.

Risk estimates are normally represented quantitatively 
with the dimensionality of the consequence measurements 
taken relative to the observation period, but in some cases 
the obtained estimates may be represented qualitatively, 
e.g., as “low” or “high” (Table 1). When assigning prob-
ability estimates, especially if quantitative values cannot 
be obtained, they can be accompanied by more detailed 
comments.

For the purpose of visualizing the risk estimates and 
further substantiating the LCC solutions, a matrix is built 
that consists of five columns (corresponding to the scale 
of event occurrence) and five lines (corresponding to the 
degrees of possible damage), at the intersection of which 
the corresponding integral estimates are formed. 

In dark grey are shown high and unacceptable risk 
values that indicate that the project has no further positive 
outlook, in light grey are shown negligible and low risk 
values that do not require any action on the part of the 
responsible officials. In turn, the estimates in grey boxes 
require appropriate risk reduction activities. In respect to 
the complete life cycle, their set is quite large and will differ 
depending on the specific conditions and LC stage. In the 
fundamental publication [8], the authors quite aptly note 

that the existing approaches to risk management are strictly 
specific in their nature, i.e., take into consideration either 
the financial and economic aspects of the manufacturing 
processes, or the research and development or engineering 
and manufacturing potential of the defence contractors. 
Following on that conclusion, it could be justifiably noted 
that the specificity of LCC adds a number of factors to 
the assessment of the risks caused by the divergence of 
the goals of the LC stakeholders. Therefore, given the 
requirements of the WaME customer, risks should be as-
sessed subject to their impact on the execution periods, 
technical characteristics and financial costs of the parties 
(Table 2) that define the selection of one or another project 
execution option.

Such situations are discussed in sufficient detail in 
system engineering studies and normally come down 
to rethinking the resource allocation, synchronization 
of parallel activities and optimization of logistics. In 
general, the possible options are: project termination in 
case of high and unacceptable risks; risk reduction in 
case of moderate risks; project continuation in case of 
low and minor risks.

4. Conclusions

Summing up the conducted study, the following conclu-
sions should be made:

1. The introduction of the LC contracts in the practice of 
WaME development and operation, first, is one of the most 
common forms of private-public partnerships that has been 
successfully proven in many sectors of the economy, and, 

Table 2. Definition of the risk’s impact on the project

Degree of damage Impact on delivery dates Impact on technical characteris-
tics Impact on financial costs

Insignificant minimal or none minimal or none minimal or none

Small

minimal deviations in intermedi-
ate points of the graph. Shift of 
secondary reference points of the 
graph

insignificant performance degra-
dation;
effect on the program is minimal 
or none

increase of program budget or 
production cost by more than 1% 
of the allocated funds

Medium

shift of the intermediate points 
of the graph, deviations unable 
to affect the progress of the pro-
gram in general

moderate performance degrada-
tion that has an insignificant 
effect on the progress of the 
program

increase of program budget or 
production cost by 1 to 5% 
of the allocated funds

Significant

critical non-compliance with 
program execution schedule. Key 
reference points shifting over 2 
months away and/or intermediate 
reference points shifting over 6 
months away

significant degradation of per-
formance undermining program 
implementation

increase in program budget or 
production cost 5 to 10% of the 
allocated funds

High
impossibility to clear the estab-
lished reference points within the 
established time limits

critical degradation of perfor-
mance; impossibility to achieve 
key parameters or minimal al-
lowed performance values; risk 
of program failure

more than 10% program cost 
overrun 
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second, is an objective necessity of the military organiza-
tion of the nation due to the growing technical complexity 
of the WaME. 

2. In the current economic conditions, developing an 
LCC system for the entire range of WaME is probably 
one of the few ways allowing to ensure the prepared-
ness of the Armed Forces of the Russian Federation to 
fulfil their intended mission. Given the global experi-
ence, it can be stated that, today, there is no other way 
to achieve that.

3. The establishment of a long-term system of LCC-
based interaction between the defence contractors and 
the departments of the MOD RF is to be preceded by a 
thorough analysis of all possible conditions for their im-
plementation, which would allow identifying a significant 
part of possible risks and create the required conditions for 
their minimization.
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