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Predicting Power System Reliability and Outage Duration 
including Emergency Response
Romney B. Duffey, Idaho Falls, Idaho, USA
duffeyrb@gmail.com

Abstract. Aim. Enable prediction and planning for large-scale unprecedented power outages 
of importance for emergency planning and national response actions. Predict outage probabil-
ity, duration and restoration using a theoretical framework that is applicable globally. Methods. 
Data have been collected for power losses and outage duration for a wide range of events 
in Belgium, Canada, Eire, France, Japan, Sweden, New Zealand and USA. A new theory and 
correlation is given for the probability of large regional power losses of up to nearly 50,000 
MW(e) without additional infrastructure or grid damage. For severe and rare events with dam-
age (major floods, fire, ice storms, hurricanes etc.) the outages are longer and the restoration 
probability depends on the degree of difficulty that limits access and restoration. The dynamic 
reliability requirements for emergency back-up power and pumping systems are derived, and 
demonstrated using the flooding of New Orleans by Hurricane Katrina and of the Fukushima 
nuclear reactors by a tsunami. Conclusions. Explicit expressions have been given and vali-
dated for the probability and duration for the full range from “normal” large power losses to 
extended outages due to rare and more severe events with access and repair difficulty.

Keywords: Electricity outages, blackouts, restoration probability, resilience, emergency re-
sponse, theory, disasters.
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1. Introduction: Electric power loss 
and restoration 

Large electric power outages completely upset modern 
industrial and urban complexes. Given power losses do oc-
cur, we need to know the probability of the loss, size and 
duration to plan adequate supply margins, deploy back-up 
generators, undertake emergency response and protect other 
critical infrastructure [1].

This is not a new topic at all, and has been extensively 
studied for setting power delivery performance and reli-
ability standards [2] and coping strategies in national 
emergency plans [3]. But there is a gap in the literature, 
knowledge and data between the daily routine of provid-
ing reliable power delivery and for responding to the 
unexpected extreme losses due to cataclysmic disasters 
and extreme natural hazards. In this paper, we have tried 
to bridge that gap by determining the probabilities for any 
given MW(e) outage and the subsequent chance of restora-
tion, including using emergency back-up systems for both 
everyday and extraordinary events. 

Overall studies of the day-to-day reliability or depend-
ability of the electric grid are the normal business concern 
of owners and operators of the power lines and plants 
and determines how much they are paid. Whole societies 
are concerned about power restoration delays, especially 
due to extensive damage and the societal disruption from 
the impact of rare or record events and natural disasters 
(e.g. hurricanes, typhoons, floods, tsunamis, and ice 
storms). It is such major disasters that are of concern for 
infrastructure fragility, national emergency preparedness 
and management decisions. 

Following all power losses (aka outages or blackouts), 
the affected power companies, emergency management 
organizations and government agencies have deployed 
vast numbers (sometimes many thousands) of staff, repair 
crews, equipment and procedures to address power recovery, 
evacuate people and repair damage. Essentially restoration 
only can proceed “as fast as humanly possible”, limited 
by damage, access and social disruption issues caused by 
flooding, storms, fires, wind, ice and snow [4], and as stated 
“the restoration of the grid is generally the same across all 
hazards” [5].

The probability of any individual loss or outage being 
restored is actually random, and being observed as outcomes 
follows the well-known and established laws of statistical 
physics and mechanics [6,7,8,9]. Our earlier work provided 
an explicit analysis of the probability and timing of power 
restoration for very large outages or power losses at the 
national level [10]. 

The initial loss and subsequent restoration are independ-
ent events, being the initial outage fault or failure followed 
by the repair and recovery process. The dynamic probabil-
ity, P(h)NR, of an outage of any size lasting any duration, 
h, hours before restoration is then simply given by, where 
the conventional reliability is simply the complement, 
R(h) = 1- P(h),

P(h)NR = Probability of initial loss, P(MW loss)i x Prob-
ability of non-restoration, P(NR)h

If emergency power or back-up systems exist or are 
deployed or activated, we can include the dependent prob-
ability for continuing loss of all external and other power 
sources so, 

P(h)ELAP = Probability of initial loss, P(MW loss)i x Prob-
ability of non-restoration of any or all power, P(ELAP)h

Hence there are three distinct probabilities to de-
termine for: (1) the initial event outage size based on 
known or possible power losses for the system; (2) 
the subsequent recovery or non-restoration of power 
by some timescale; and (3) the chance of emergency 
back-up or “black start” systems failing to function and 
restore power by that time. 

To derive these essential elements, the present approach 
combines human learning and mechanical system reliability 
theory, correlated to and validated by extensive power loss 
and restoration data for actual events.

For the initial loss exceedence probability, P(MW loss)i 
, there are outage size data for the entire USA for the pe-
riod 1984-2000, for losses, Q, between 1 to 40,000MW(e) 
[11]. A sample of similar plots by sub-region has also been 
presented and fitted using empirical binomial, Weibull 
and lognormal distributions [12]. These distributions 
are of course heavily weighted by the many “normal” or 
everyday outages, not rare catastrophic events. We also 
need to predict the low probability “tail” of the distri-
bution where such standard statistical methods are not 
applicable, as clearly evident in their Fig.S-28. Murphy 
et al [12] also looked to see if outages were linked, and 
unsurprisingly concluded: “…that the largest correlated 
failure instances were caused by extreme weather”. This 
observation is precisely what we should expect given 
the large geographic scale and impact of natural hazards 
(storms, hurricanes, floods, ice storms and wildfires) on 
power systems and the consequent universal power res-
toration characteristics[4]. Large natural hazard events 
do not respect or recognize human-drawn boundaries or 
arbitrary grid distribution regions, and cause event-related 
damage and destruction over wide swathes.

Other national power loss duration data are derived from 
[13] for large blackouts in France, Sweden and Belgium, 
being for a range of 28,000, 11,400 and 2,400 MW(e) 
initial losses, respectively. The outage durations are well 
correlated by exponential functions derived from learning 
theory [10]. 

For the restoration phase, we had previously collected 
extensive power recovery data for many severe events e.g. 
storms, ice storms, fires, hurricanes, cyclones and floods, 
causing outages lasting a maximum of 800 hours over a 
wide range of urban, regional and international loss scales. 
The extent of the outage is represented by the number 
reported by the power distributors of those connections/
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customers remaining “without power”, so the probability 
of non-restoration is the fraction of the initial outages that 
have not been restored. For all outage events, this electric 
power non-restoration probability, P(NR), is well correlated 
by simple exponential functions, dependent on and grouped 
by the degree of difficulty as characterized by the extent of 
infrastructure damage, social disruption and concomitant 
access issues [4].

We need to design and determine the effectiveness 
of the emergency systems for limiting damage, restor-
ing the infrastructure, and managing consequences For 
actual (not hypothetical) major events, there are key 
performance data available during loss of power from: 
(a) restoration of power in nuclear power plants following 
loss-of-grid connection but without additional damage 
;(b) back-up pumping systems failing to adequately pro-
tect the city of New Orleans from flooding by Hurricane 
Katrina [14]; and (c) the emergency generators and exter-
nal power repair not cooling and preventing the melting 
down of the Fukushima nuclear reactors in Japan after 
an earthquake and tsunami. The data analysis shows the 
characteristic failure rates that underpin the determina-
tion of the probability of extended power loss for these 
diverse major emergency systems [15]. 

We will provide the general expressions for the three 
probabilities based on the facts emerging from the massive 
losses observed in entire human, designed, operated and 
controlled power systems.

2. Methods: Assumptions 
and theoretical development

The first key assumption is that the power losses, out-
ages and 

restorations are indeed random, whatever the cause, but 
all depend on human actions including emergency manage-
ment decisions . Secondly, because humans learn and think, 
a systematic trend exists with increasing experience or risk 
exposure so that, as shown by the data, we should expect 
larger outage events to have lower probability. Thirdly, 
the chance of restoration or recovery of any individual 
initial outage or loss of power depends on the ability and 
experience gained by emergency managers and crews so 
also demonstrates a learning trend. Finally, because the 
probability of any individual outage happening and be-
ing restored is actually random, the observed outcome 
distribution follows the well-known and established laws 
of statistical physics[6,7,8,9].

After any prior or during any present risk exposure or 
accumulated experience, ε, the learning hypothesis theory 
[8] defines the rate of decrease of the observed failure rate, 

λ(ε), as proportional to the rate, . For the 

present case the instantaneous failure rate, λ(ε), is equivalent 
to the observed rate of change of the number of power loss 
outages. Solving, this rate is given by,

 , (1)

Here, λ0 and λm are the initial and smallest attainable 
rates, respectively, and k is the proportionality constant. As 
usual, the prior probability over some prior risk exposure 
interval, ε, is, 

  (2)

To evaluate these rates and probabilities, we adopt the 
simplest approach consistent with the physical situation and 
model the power loss outcomes as emergent events, without 
examining the root cause or systemic origins of each and 
every event, and then test the approximations and results 
against the data.

2.1. Probability of initial power loss 
or blackout size

In the past, we have observed portions of an entire power 
system (a plant, power line, distribution control…) causing 
initial outages that form some known or assumed distribu-
tion of overall loss sizes. The measure of the relative risk 
exposure or loss experience measure is self-evidently actu-
ally directly proportional to the power outage magnitude, 
ε=f(Q), which we can scale relative to the average outage 
magnitude, , so . We may assume for each and 
every different outage, , implying individual outage 
events are independent (which they are in practice); and that 
the outages are usually nearly completely restored, so we 
may take, .

Therefore, from Equations (1) and (2) the probability of 
any initial power loss or outage, becomes simply the intrigu-
ing double exponential,

 P(MW loss)i . (3)

The obvious and sensible limits are: 
(a) small outage or loss 

; 

(b) infinitely large loss 
;

(c) average loss, assuming that k~1,

= 0.74

2.2. Dynamic probability of outage 
duration and restoration

We observe that after the initial loss, power is progres-
sively and eventually restored to every individual customer 
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or connection, where the relevant risk exposure measure is 
now the elapsed outage time, so e ≡h, in hours. So the prob-
ability of any duration of any individual outage of any initial 
size at any elapsed time is then simply given by

 P(h)NR = P(Q)i × P(NR)h. (4)

The data for electric power non-restoration probability, 
P(NR)h, for all outage events are all well correlated by simple 
exponential functions, dependent on and grouped by the 
degree of difficulty as characterized by the extent of infra-
structure damage, social disruption and concomitant access 
issues [4] . The instantaneous probability of non-restoration, 
P(NR)h, of any individual outage in the entire system in any 
interval is obtained by dividing Equation (1) by the total 
possible number requiring restoration, being the initial 
individual outage number count. The general exponential 
form of the instantaneous probability of non-recovery or 
continuing failure then is [6], 

 , (5)

Here, k≡β, and depends on the degree of difficulty for 
storms, fires, floods and hurricanes, and Pm is due to the 
few irrecoverable outages Substituting Equations (3) and 
(5) into (4), and noting Pm<<1, 

 . (6)

A good working approximation is, Pm<<e-βh, 

  (7)

The limits are again: 
(a) small outage or loss, 

(b) infinitely large loss, 

(c) average loss with k~1, 

2.3. Dynamic probability of extended 
outage while deploying emergency 
and “black start” back-up systems 

This is an important and more complicated situation, 
as while overall system restoration is ongoing, emergency 
back-ups are sometimes deployed locally or grid-wide, be-
ing diesel generators, gas turbines or “black start” alternate 
power plants. Hence, the probability of extended power loss 
of initial size, Q, depends on the probability, P(ELAP)h , of 
power not having been already restored by both normal and 
emergency means, so, 

 P(h)ELAP = P(Q)i × P(ELAP)h. (8)

To evaluate, P(ELAP)h, we must combine the non-
restoration probability, P(h)NR, with the on-going failure to 
successfully deploy or actuate any or all back-up emergency 
systems [15,16]. The overall dependent probability, P(ES), 
for any such emergency or back-up system to not be success-
fully deployed or activated is conventionally characterized 
as exponentially dependent on an overall system average 
failure rate, λES [17].The dynamic probability density of 
extended failure or loss of all power, dP(ELAP)h/dh, is then 
the multiplicand of the dynamic probability of the continu-
ing failure of system recovery, P(NR)h, times the probability 

density, , being the changing rate of the 

probability for unsuccessful emergency restoration [15, 16]. 
Over the prior elapsed or available restoration time, h, we 
then have,

Integrating by parts, and since, Pm<<e-βh,

 (9)

The limits are obvious:
(a) great restoration difficulty, β<<λ,  
(b) perfectly reliable backup, λ=0,  
(c) at very long times, , 

.

Substituting (9) into (8), the extended loss probability is,

 
. (10)

Important parameters are the failure rate ratio, Ψ=λES/
(β+λES), and the key characteristic time, or e-folding time-
scale, 1/(β+λES). Therefore, for any given initial power 
loss, Q, the measure of improved resilience, RES(Q), by 
successfully utilizing emergency back-up systems is the 
steadily declining probability ratio, from Equations (7) 
and (10),

 . (11)

The role of the ratio of the key failure rate parameters 
is now self-evident, with recovery timing depending on 
which failure rate dominates. This result can be general-
ized for deploying any number of independent redundant 
and/or diverse back up systems with differing failure 
rates [15].
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3. Results: Comparisons 
and verification with data 

To set the parameters and validate the theory of Section 
2, we can now sequentially and systematically compare the 
predictions of Equations (3) (7) and (10) with large-scale loss 
and restoration data. The events considered all fully include 
emergency responses, human actions, procedural guidance, 
specialized repair crews, and management decisions.

3.1.National and regional outage 
data compared to theory

The original USA outage data from the NERC database 
for 1984-2000 were shown in [11] as a graph with dots and 
lines on a log-log plot; but because of the unavailability of the 
actual data1, we were forced to hand transcribe using enlarged 
images. The error incurred is a maximum of about 5% in 
probability for exceeding a given power loss or outage, P(Q)
i, which is sufficient accuracy for the purposes of rare event 
prediction (see below). For the observed sample of outages, 
we define the likely mean or probable average outage as,

.

1 Our requests were declined for access to and use of the 
original data files and numbers for the plots in [11,12]. Sur-
prisingly, the actual NERC data for the USA are proprietary 
(privately owned) so the line drawings are apparently all that 
are publically or openly accessible.

The data [11] then have an expected average out-
age of . As a basis for correlation, the 
comparison of the theory to data is shown in Fig.1, 
obtained by simply adjusting the single parameter, k=2, 
in Equation (3) so the overall outage distribution shape 
is reclaimed with, 

 . (12)

The theoretically-based probability then has a maximum 
uncertainty of order ±20% compared to the transcribed data, 
sufficient for present estimating purposes where the predic-
tive larger losses for Qi > 40,000 MW(e) have a probability 
of approximately 0.003 or less. The probability, of having 
an average system outage,  = 0.74 compared to the 

 =0.86 observed. 
A recent paper presented similar data plots for all eight 

NERC regions [12] which were fitted using totally empirical 
distributions. The individual probabilities are naturally one 
order lower for the largest recorded regional power losses 
since the average local outage,  and the best-fit k-value 
change significantly [18]. 

Furthermore, given this new theory, we can now pre-
dict the probability of a total (100%) blackout, being “a 
catastrophic power outage of a magnitude beyond modern 
experience” [1]. As an example, for the NPPC-region case, 
this probability is P (57,700 MW (e)) = 0.0015, and represent 
a pure quantitative prediction of an unimaginable and not 
previously experienced outage.

Fig. 1. Comparison of fitted theory to overall probability of any given power loss size (data extracted from [11])
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For no major damage, the country-wide losses data 
were generally caused by overall transmission and dis-
tribution failures or overloads, cascading through the 
system but with no additional physical damage due to 
flooding, fires or hurricanes etc [13]. The data all follow 
the Equation (5) exponential learning curve, each with 
its own e-folding rate of between 0.3-0.8 per hour, and 
coefficients of determination all of, R2 =0.9. As shown 
in Fig.2. the best fit of Equation (5) to the overall pooled 
data for four events in three countries, with a coefficient 
of determination, R2 = 0.69, is

 . (13)

It can be seen that even for these massive blackouts, 
restoration was accomplished in less than 10 hours, despite 
the factor of ten differences in the Qi MW(e) size or scale 
of the initial outage. 

The agreement of the trends is sufficiently encouraging to 
examine comparisons with loss data with additional damage 
and difficulty as follows.

3.2. Severe events compared 
to theory

The probability of local distribution power system 
non-recovery is, P(NR) = n(h)/N0, the ratio of the out-
ages remaining, n(h), to the total (initial or maximum) 

number,N0, being the complement of the usual reliability, 
R(t) = 1-P(NR). 

Summaries for 17 distinct events are listed in Tab.1. 
and more details can be found in [4]. They caused very 
different losses, since on average the size or scale of 
the overall outage at any time is roughly proportional 
to the number “without power” or individual outages 
reported, n(h), so . The USA average 24/365 
per customer use is about 10,000 kWh, so these events 
correspond to an initial power loss range of order 
8 < Q< 10,000 MW(e). Therefore, although generally 
only a fraction of the entire regional distribution system, 
they can be the entire local electricity grid (as for the 
Florida Keys) or urban community (as in Queens); 

As opposed to traditional plots of the numbers of outages 
versus time for different events (see e.g. [5]), the present 
formulation normalizes all the events, and demonstrates it 
is not solely the number of outages that affects characteristic 
recovery timescales. The data clearly show groupings be-
tween “normal” and “extreme” events restoration, with the 
“normal” group being faster; and events with more extreme 
damage and/or access difficulty clearly have much slower 
restoration and longer durations, by at least a factor of ten 
to twenty. 

As shown by Equation (5), the key issue is the extent of 
damage, social disruption or access difficulty as reflected in 
and by the characteristic or e-folding “degree of difficulty” 

Fig. 2. Overall restoration trends for large scale national power outages
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parameter, β per hour. For system design and recovery plan-
ning purposes from the actual data we define the loss event 
categories as (see Fig. 3):

• Type 0: Ordinary, 0.8>β>0.3, due to an effectively 
instantaneous outage with essentially no additional dam-
age, which we classify as outage restorations that are rela-
tively rapid, taking less than a day with simple equipment 
replacement, breaker resetting, line/grid repairs, and/or 
reconnection.

• Type 1: Normal baseline, β ~ 0.2, when outage numbers 
quickly peak due to finite but relatively limited additional 
infrastructure damage. Repairs are still fairly straightforward 

and all outages are restored over timescales of 20 to about 
200 hours.

• Type 2: Delayed, β ~ 0.1–0.02, progressively reaching 
peak outages in 20 plus hours, as extensive but repairable 
damage causes lingering repair timescales of 200–300 hours 
before almost all outages are restored. 

• Type 3: Extended, β ~ 0.01, with perhaps 50 or more 
hours before outage numbers peak due to continued damage 
and significant loss of critical infrastructure causing access 
difficulty. Restoration repair timescales last for 300–500 
hours or more with residual and complex outages lasting 
even longer.

Table 1. Power Outage Data Summary
(Event key: A= Alaska earthquake, B=Baseline; SS=Sandy, E=Storm Emma, F= Florence, G=Cyclone Gita, H=Harvey, 

HQ= Quebec ice storm, I=Irma, Ma=Matthew, MI= Michael, N=Nate, NH-New Hampshire ice storm, O=Ophelia; 
Q= Storm Quinn, R=Storm Riley, S=Snowstorm Grayson, T=Storm Toby, W=wildfires)

City and/or region Data source (event) Span h Maximum N0

Queens, NY NYPSC/ConEd(B) 88 25,000

New York, NY ConEd (SS) 336 1,345,000

Florida FDO (Ma) 240 10,234,174

Houston, TX CPE (H) 800 109,244

Corpus Christi AEP (H) 800 201,635

Florida South FPL (I) 400 1,810,290

Florida NW Duke-FL (I) 400 1,610,280

Tampa, FL TECO (I) 400 330,103

Florida Keys FKEPC/KES(I) 400 60,000

Florida Gulf Gulf Duke (MI) 320 396,700

Alabama APC-SCS (N) 60 156,000

N&S Carolina Duke Energy(F) 190 542,780

Eire, EU ESB (O) 240 385,000

Eire, EU ESB (E) 60 127,000

NE, USA Eversource (S) 50 25,796

NE, USA Eversource (R) 90 220,378

NE, USA Eversource (Q) 120 209,706

New Hampshire NHPS (NH) 312 432,600

New Jersey Jersey CP&L (T) 37 31,656

Quebec, Canada HydroQuebec (HQ) 286 1,393,000

Taranaki, NZ Powerco (G) 160 26,000

Napa, CA PGE (W) 450 359,000

Ventura, CA SCE (W) 450 8,400

Anchorage, AK ChugachMP&L(A) 28 21,713

Totals 5,801 20,061,455
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• Type 4: Extraordinary, β ~ 0.001 or less, for a cata-
clysmic event with the electric distribution system being 
essentially completely destroyed and not immediately 
repairable (e.g. Haiti, Costa Rica, and NAIC “catastrophic 
outages” [1]).

These categories allow for more refined emergency re-
sponse and communication, and more realistic restoration 
planning. This observed variation in the degree of difficulty 
(0.01 <β <0.2) implies an average repair rate spread of 20 
simply due to the damage extent. The irreparable fraction 
data range (the “tail” of the distribution) indicates that the 
chance of remaining unrestored is small but finite, say 
0.003<Pm<0.01,even after several hundred hours. As an 
example, for every million outages at first, despite achiev-
ing over 99% restoration after 600 hours several thousand 
could still be left without power. 

The data for Superstorm Sandy are shown (open circles) 
purely as an example, because it represents a “long term 
outage” as specifically defined by FEMA [1, p32]. The 
exponential form and trends do not change with overall 
duration.

The US DHS [5] makes the not unreasonable assumption 
that the restoration curve for power outages or “virtual” dam-
age due to cyber attacks is similar to that for known severe 
events, like hurricanes and ice storms. By this analogy, cy-
ber attacks causing power outages are postulated to simply 
increase the restoration timescales and numbers, which we 
would interpret as reflecting an increased “degree of dif-
ficulty” with β reducing further. The publically available 
data [5, 19] shows a cyber attack caused power outages by 

disconnecting networks and operator control before being 
restored after “several hours” .We would now classify this 
event as a Type 1 “normal” outage, with a P(NR) range of 
“cyber degree of difficulty” 0.1<β<0.22, because there was 
no concomitant or additional access, physical damage, or 
societal disruption affecting recovery of the power system 
infrastructure and associated computing/communication 
networks. 

For a hypothetical national catastrophic outage number 
of 100 million, as shown in Figures 2 and 3, and Equation 
(7), for some 150,000 the outage duration can be expected 
to exceed several hundred hours.

3.3 Emergency response data  
for the Hurricane Katrina 
and Fukushima nuclear 
events compared to theory 

We validate the method by comparing to cases of succes-
sively more severe power outages of national importance 
and impact, due to the loss of power. The events share the 
common feature of deploying engineered systems, back-up 
generators, pumping or cooling systems for which power 
has to be supplied somehow. 

The overall, integral and needed emergency system 
failure rate, λES, can be derived from the data for outage 
restoration in major facilities and with progressively greater 
difficulty:

(a) The needed failure rate for critical engineered sys-
tems without damage is derivable from outage restoration 
data to avoid core overheating following offsite power 

Fig.3. Simplified categories of outage restoration difficulty and timescales.
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loss1 for multiple US nuclear plants [20]. These restoration 
events can be considered “normal” or Type 1 with β~0.22 
without additional major damage or difficulty, as in minor 
ice storms, localized fires, and urban outages such as the 
Queens blackout in New York city [4,15]. In addition, the 
“Failure probabilities for operator to recover AC power” 
using emergency batteries and diesel generators (DGRs), 
P(ES)DGR ,after the onset of SBO were calculated in [21] for 
a “representative” large PWR unit. The best fit theoretical 
line through the nine tabulated points [21, Table 4-13], with 
elapsed time, h, hours, is, with R2=0.99, 

 P(ES)DGR = 0.8 e–0.087h (14)

This result implies an average integral emergency genera-
tor failure rate of λDGR~ 0.09 per hour. Using this rate, the 
long-term probability of extended outage is P(ES) ~ Ψ=λ/
(β+λ) = 0.09/(0.22+0.09) ~ 0.29, or nearly 30%..

(b) For analyzing even more demanding conditions, a 
more severe event was the inundation of New Orleans by 
Hurricane Katrina in 2005, causing extensive record flooding 
and infrastructure damage [14]. The failure of emergency 
flood-prevention systems to successfully deploy and operate 
to avoid flooding is a known example of a high degree of 
difficulty in managing the consequences of a major disaster 
also causing loss of power. The extensive reports show: “The 

1 In nuclear reactor risk analyses, these event sequences 
are traditionally termed Station Blackout (SBO) following 
loss of onsite and/or offsite power (LOSP/LOOP), and the 
designs include multiple diesel generator and battery back 
up systems. 

system’s performance was compromised by the incomplete-
ness of the system, the inconsistency in levels of protection, 
and the lack of redundancy” [14, Volume 1]. Several hundred 
flood prevention pumps were distributed in four regions but 
many became inoperable, themselves failing due to flood-
ing, power loss and/or forced evacuation [14, Vol VI , Figs 
12, 16, 19 and 22]. 

The integrated emergency systems failure rate, λES , of 
the flood prevention systems and of the back-up emergency 
pumps to operate, was determined from the fractional op-
erating pump data [14, 18]`. The fitted dynamic probability 
for successful overall emergency pump system operation, 
P(ES)h ,correcting for the running total, for hours, h, after 
the Katrina event started, was

 P(ES)h = 0.8 e–0.003h (15)

Hence, for these diverse flood prevention and emer-
gency backup systems, the implied time-averaged failure 
rate is λES~0.003 per hour; while at h= 0 hours, there is 
an initial operating probability of P(ES)h ~0.8, or ap-
proximately 80%. This initial fraction is identical to that 
for the “normal” nuclear plant events (see Equation (14)), 
and only slightly lower than the US ACE stated availabil-
ity expectation of 90%. But this high value only exists 
at the beginning not throughout the event, progressively 
decreasing (to 20-30 %) over several hundred hours as the 
developing damage, flooding extent and restoration access 
issues worsen. 

(c) Finally, combined LOSP/LOOP of extensive dura-
tion was caused to the nine nuclear reactors at Fukushima 
by the Great NE Japan offshore earthquake and the result-

Fig.4. The probability of extended systems failure, P(ELAP)h, for differing emergency system (ES) failure rates, and comparison to data 
from the Hurricane Katrina and Types 1 and 3 nuclear plant events
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ing record tsunami [22,23].The engineered system failures 
were power line damage and unexpected overtopping of 
sea walls and flood barriers, resulting in loss of power, 
disrupted controls, failures of emergency cooling systems, 
and damage to back-up systems and pumps. Power was 
not restored in sufficient time to manage or prevent the 
occurrence of major damage, with highly difficult and 
demanding conditions including explosions and radia-
tion contamination. Restoration attempts for power and 
cooling included simultaneous emergency efforts to 
restore grid power from damaged offsite power lines, 
provide power onsite, and use whatever back-up, battery, 
pump, mobile, or other even ad hoc systems that could 
be deployed. 

Using Equation (9) we calculated the actual severe event 
non-restoration or extended failure probability data for 
such apparently disparate Type 3 events, with β~0.01 [15]. 
In Fig. 4, the extended failure data for Fukushima Daiichi 
Units 1–6 and Daiini Units 1, 3, and 4 is compared with the 
predicted probability of extended systems failure, P(ELAP)
h for Hurricane Katrina using the actual emergency pump 
failure rate , λES =0.003, as deduced above (see Equation 
(15)). Also shown are the calculated effects of a wider range 
of better (λES=0.001) or worse (λES=0.01) emergency or back 
up systems failure rates. For comparison, the shorter time-
scale Type 1 “normal” nuclear plant SBO results (β=0.22) 
are shown using the emergency systems failure rate of 
λ~0.091 that was derived from the published nuclear plant 
SBO calculations [21].

Discussion

Therefore, we have shown that for all these “extended” 
Type 3 events or major disasters, the actual emergency sys-
tems failure rate range encompassing that actually observed 
is 0.001<λES<0.01 per hour. This range includes different 
engineered systems, multiple redundant/diverse generators, 
relevant human and management actions, access and repair 
difficulty issues, and restoration and procedural processes 
during emergency recovery and disaster response. The 
probability of a prolonged or very extended outage has been 
shown to be non-negligible.

Taking the observed β and λ rate values as typical for any 
severe event, the critical time, t* = 1/(β+λ)= 1/(0.01+0.003) ~ 
77 hours, and is dominated by the restoration difficulty; while 
at very long times, 
, or about a 25% chance of extended systems failure or 
non-recovery even with emergency restoration. Hence, for 
major events we should expect power and pumping outage 
durations lasting at least several days, even with multiple 
backup systems available or externally supplied. 

In sections 3.1,3.2 and 3.3 we have been able to inter-
compare completely disparate and hitherto apparently 
unrelated separate outage events, all the way from major 
losses to recovery and deploying back up and emergency 
generating systems. The unifying physical mechanism 
is the link between theoretically–based statistical theory 

[6,7,8] and the understanding of the importance of human 
learning behavior [9] on system recovery and required 
resilience[1,25]. 

Conclusions

Power generation and distribution systems are part of 
a nation’s critical infrastructure. Power losses or outages 
are random with a learning trend of declining size with 
increasing experience or risk exposure, with the largest 
outages being rare events of low probability. Data have 
been collected and inter-compared for power losses and 
outage duration affecting critical infrastructure for a wide 
range of severe events in Belgium, Canada, Eire, France, 
Sweden, New Zealand and USA, including Hurricane 
Katrina flooding New Orleans and the Fukushima reactor 
meltdowns. 

The unifying mechanism is the theoretically–based sta-
tistical learning theory combined with the understanding of 
the importance of human behavior on system recovery and 
resilience. Using this theory, a new correlation has been 
obtained for the probability of large regional power losses 
for outage scales up to nearly 50,000 MW (e) for events 
without additional infrastructure damage that have been 
generally fully restored in less than 24 hours. 

The theory was extended to more severe events with 
extended outage durations, including damage due to 
natural hazards (floods, wildfires, ice storms, tsunamis, 
hurricanes etc.). The observed variation in recovery 
timescale of up to more than 600 hours depends on the 
degree of restoration difficulty. The irreparable fraction 
(the “tail” of the distribution) indicates that the chance 
of remaining unrestored is small but finite, even after 
several hundred hours. For the first time, the impact on 
restoration probability using emergency systems has also 
been quantified. 

Therefore, explicit expressions have been obtained and 
validated for both the probability and duration for the full 
range from “normal” large power loss and to extended out-
ages in rare and more “severe” events with greater access 
and major repair difficulty. This new formulation enables 
prediction and planning for large-scale unprecedented 
outages of interest for emergency planning and national 
response actions.

Appendix: General equation 
for rare events 

The more general form of this new EVD Equation (3) 
is, for any variable, x, where the over bar is the relevant or 
selected average value: 

 . (A1)

There are just two “adjustable” parameters, the average, 
, and the learning constant, k, where both have physical 
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significance. This equation can be compared to typical 
arbitrary three-parameter Generalized Extreme Value Dis-
tributions (GEVD) quoted elsewhere for power outages [23] 
and floods [24] of the general form:

 . (A2)

For the conventional “named” distributions:
• Gumbell Type 1 ξ=0
• Frechet Type 2 ξ>0 
• Weibull Type 3 ξ<0
Ockham’s Razor suggests using the simplest. The reader 

is of course free to adopt whatever best suits the purpose 
and represents appropriately the physics, available data and 
logic of the situation.
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Abstract. The quantitative indicators of the dependability characteristics of process equip-
ment, machines and entities include the reliability, maintainability, durability, storability. The 
Aim of the research is to develop a methodological framework of experimental determina-
tion of dependability indicators when performing static bending tests of ball valves. The aim 
is to be achieved by solving individual scientific problems, namely the development of the 
method of static bending testing of ball valves, experimental determination of the destructive 
test coefficient, analytical calculation of the coefficients of failure, efficiency preservation and 
product quality. A test stand was developed for experimental determination of the destructive 
test coefficient. The employed scientific methods of static testing are suggested for the first 
time ever. The minimal bending test load is the defining value, therefore the experimental work 
requires a large sample. Additionally, for the ball valve with the lowest endured bending load 
out of the tested items of the same diameter, it is recommended to use a specially developed 
methodology to identify such valve as solid-state monolithic units. The conclusions of the con-
ducted experimental and theoretic research are in compliance with the solved research and 
development objectives. By conducting the experimental research, the authors evaluated the 
“enhanced” capabilities of ball valves by various manufacturers through comparative analysis 
of the conducted static bending tests. It is recommended to consider a solid-state monolithic 
unit along with the operation as part of a pipeline made of a certain material. The destruc-
tive test coefficients for the examined ball valves were experimentally determined. Efficiency 
preservation coefficients were identified that are the basic coefficients of the dependability 
indicator, that, in turn, is one of the primary dependability characteristics of process equip-
ment, machines and entities.
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Introduction

Pipeline valves are used in a number of sectors of the 
economy, for instance, in the oil and gas, chemical, metal, 
machine-building and energy industries. This paper exam-
ines the matters of improving the dependability of valves 
of heat supply, heating, hot and cold water supply systems. 
The categories of pipeline valves [1] include isolation, 
non-return, pressure-relief, distribution and mixing, control, 
separating and shutoff. The main types of pipeline valves 
include sliding valves, throttles, tap valves and butterfly 
valves. This paper examines the ball valves that fall into 
the category of isolation pipeline valves. The manufactur-
ing process of ball valves is to take into consideration the 
dependability indicators [2] that will have an effect on 
faultless operation of industrial pipelines. For instance, the 
Technical Regulations of the Customs Union introduces 
the concept of assigned operating life of equipment, upon 
reaching which the operation of such equipment shall be 
terminated regardless of its condition [3, 4]. However, the 
dependability indicators differ from industry to industry and 
depend on the standard operation model [2].

Relevance of the research topic

The standard operation model, for which dependability 
indicators are developed, is defined by the specified operat-
ing modes of equipment, levels of cooperating factors and 
loads for each mode, characteristics of the adopted service 
and repair system [2]. Currently, ball valve manufacturers 
use various structural materials [5, 6], which, subsequently, 
involves varied dependability requirements. For instance, 
each ball valve manufacturer may now designate its product 
as “reinforced” with no valid reasons, which inconveniences 
the consumer who is choosing and ordering a ball valve. 
Thus, it is required to develop a method of testing for clas-
sifying valves in terms of the degree of “reinforcement”. 
The method may be based on the existing federal GOST 
[7], European [8, 9, 10] and Russian industrial [11, 12, 13] 
standards. The authors suggest developing an additional 
new standard for static strength testing of ball valves, that 
would include a classification table (rows) for the purpose of 
classifying “reinforced” ball valves as a category of its own. 
The rows are to be made depending on the conventional flow 
area (nominal dimension) that has no unit of measure and 
approximately equals the pipeline’s diameter. Additionally, 
the category of “reinforced” ball valves is subdivided into 
subcategories depending on the range between the test load 
Ptest and the maximum load allowed during experimental 
research (PSt)max. In other words, it is supposed to distribute 
the subcategories of “reinforced” ball valves between Ptest 
and (PSt)max as follows: subcategory “R1” corresponds to 
load Ptest + (0.8-1.0)×[(PSt)max – Ptest], subcategory “R2” 
corresponds to Ptest + (0.6-0.8)×[(PSt)max – Ptest], subcategory 
“R3” corresponds to Ptest + (0.4-0.6)×[(PSt)max – Ptest], subcat-
egory “R4” corresponds to Ptest + (0.4-0.2)×[(PSt)max – Ptest], 
subcategory “R5” corresponds to Ptest + (0.0-0.2)×[(PSt)

max – Ptest]. As regards the latter case it must be understood 
that value 0.0×[(PSt)max – Ptest] means none other than the lack 
of additional reinforcement of a ball valve, and in this case 
its manufacturer may not claim it is “reinforced”. The new 
standard must also provide basic definitions and take into 
consideration the effect of external factors on the condition 
of pipelines, their couplings and valves. The implementation 
of the new standard is to involve the issue of recommenda-
tions and modifications to other industrial standards in terms 
of dependability rates of pipeline valves.

Procedure and conditions of the 
research

The authors of the paper have developed an algorithm of 
static testing of ball valves and individual pipeline sections 
with valves connected to them. A test stand was created, on 
which items were tested. A ball valve that complies with the 
average experimental values and withstands the minimal 
static load is considered by the authors as a solid-state mono-
lithic unit (SSMU). Upward deviations of this load for other 
manufacturers’ products are used as correction factors. The 
average values of such coefficients are determined and will 
be taken as the destructive test coefficient. Out of reference 
data additional coefficients are selected that are responsible 
for an entity’s dependability. Based on the results of the 
conducted experimental research, statistical data of ball 
valve testing is processed, destructive testing coefficients 
and correction factors (if required) are introduced. The test 
and reference coefficients form a pool of data that allows 
calculating the efficiency preservation coefficient Cef.

Goals of the research and problem 
definition

The Aim of the tests consists in creating a methodologi-
cal framework of destructive testing as part of static testing 
of ball valves.

In order to achieve the aim of the research, the following 
problems are to be solved: definition of the terminology for 
ball valve dependability indicators; analysis of experimental 
data based on the results of tests per the authors’ method; 
definition of the most important coefficients and corrections 
for the standard, recommended as basic efficiency preserva-
tion coefficient Cef.

Scientific novelty of the research

As of today, in pipeline valve engineering, there is no 
conceptual framework for identifying the efficiency pres-
ervation coefficient Cef based on experimental data. The 
method developed by the authors can be extended first to 
large-diameter ball valves and throttles, and, should the 
result be satisfactory, be recommended as the foundation 
for a new dependability standard for pipeline valves. This 
standard will define the criteria for “reinforced” ball valves 
reduced to rows, as well as set forth experimental coefficients 
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that make the efficiency preservation coefficient Cef, such 
as the destructive test coefficient Cds, etc.

Theoretical part. Dependability of the 
object of research

According to GOST [14] the primary criterion of de-
pendability is the efficiency preservation coefficient Cef that 
characterizes the effect of failures of an entity’s element on 
the efficiency of its intended application. At the same time, 
standards [2, 14] define Cef as recommended, while for each 
specific case it can be complemented or modified, which de-
pends on the process equipment and industry of application.

The dependability of the object of research is primarily 
associated with the reliability of its operation. In turn, the 
reliability of a ball valve is defined by the concept of its “re-
inforced” capabilities. A well-known method of destructive 
testing as part of supervision hydraulic testing [9] used in 
the European Union provides recommendations regarding 
the test load on ball valves and the formula:

 Ptest = 1.5×PSt,  (1)

where 1.5 is the coefficient of overpressure relatively to the 
allowable pressure PSt at room temperature. Formula (1) is 
used for valves designated PN. In case of missing PN data, 
corrections are introduced.

For the case of static tests, let us use formula (1), but, 
as the research, among other things, aims to identify the 
destructive test and correction coefficients, then:

 Ptest = KТНЕ × (PSt)min,  (2)

where CSSMU = 1.5 is the coefficient of overpressure relatively 
to the allowable pressure at room temperature for an SSMU, 
while (PSt)min is the average value of the minimal withstood 
pressure for a ball valve by a manufacturer (SSMU) submit-
ted to the test.

Experimental part

The authors have developed a test stand for the purpose of 
researching the effect of static bending loads on the strength 

of ball valves (Fig. 1, general view; Fig. 2, diagram of valve 
testing; Fig. 3, algorithm of the experiment).

Fig. 2. Diagram of valve testing using the test stand
1 – tested valve; 2 – lever, 4 kg; 3 – weights; 

4 – load no. 1, 6 kg; 5 – Stand

Fig. 3. Algorithm of the experiment.

Similarly, pipelines are tested on the stand.
The algorithms were developed accounting for [12], as 

well as individual articles and chapters of [13, 14].
The data obtained in the course of the experiment are 

shown in Table 1.
Let us plot the results summarized in Table 1 in a sum-

mary diagram that will also show the static load line.
Using formula (2) we will obtain, given that  

(Ptest)min = 20.5 kg:

 Ptest = CSSMU ×(Ptest)min = 1.5×20.5 = 30.75 kg.  (3)
Fig. 1. General view of the destructive testing stand



Dependability, vol. 20 no.3, 2020. Structural dependability. Theory and practice

18

In Fig. 4, let us plot the static load line Ptest = 30.75 kg, 
according to which we will deduce that ball valves by manu-
facturer 3 (Russia, brass) can be considered “reinforced” 
according to the test results.

Visualization of test results

As the result of the experimental activities using the test 
stand, ball valves by various manufacturers disintegrated 
under different loads. The test results are visualized in 
Fig. 5 and 6.

Fig. 5. The results of the conducted dependability tests 1 (China)

Fig. 6. The results of the conducted dependability tests 3  
(Russia)

It should be noted that the ball valves get always ruptured 
in practically the same area.

Destructive testing coefficient

Let us identify the destructive test coefficient that will be 
used as the primary dependability coefficient:

 Cdt = (PSt)i / [CSSMU × (PSt)min],  (4)

Table 1. Resulting experimental data

Manufacturer, load, kg
1 (China, brass with powder 

additives) 2 (China, brass) 3 (Russia, brass)

1 19.5 28.5 34.5
2 20.5 28.5 30.0
3 21.5 25.0 33.5

Average 20.5 27.33 32.67

Fig. 4. Summary diagram for identifying the loads on “reinforced” ball valves
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where Cdt is the destructive testing coefficient, while (PSt)i is 
the average value of the withstood pressure for a ball valve 
by a manufacturer (i-th manufacturer) submitted to the test.

As the method of static bending tests under development 
is not standard, the formula of hydroproof testing can only be 
used as a reference. Given the recommendations regarding 
the processing of experimental data:

 Ptest = (PtestA + PtestB)/2,  (5)
where PtestA is the average value of the test bending load of 
a ball valve, PtestB is the average value of the test bending 
value of a pipeline.

Thus, generally speaking, a “reinforced” small-diameter 
ball valve will be deemed as such if it complies with the 
experimental conditions:

 Ptest > CSSMU × (Ptest)min.  (6)

Definition of experimental coefficients

According to formula (4), the authors deduced experi-
mental coefficients and summarized them in Table 2.

Table 2. Coefficients obtained during the experiment

Cdt

1 (China, brass with 
powder additives) 2 (China, brass) 3 (Russia, brass)

0.67 0.89 1.06

According to test data, manufacturer (1) has the lowest 
dependability coefficient that the authors defined as the 
destructive test coefficient.

Dependability coefficient according 
to reference data

According to [2], it is required to introduce correction 
coefficients for the end product depending on its charac-
teristics:

1. A ball valve is taken as a non-restorable item of a heat 
supply system, therefore we adopt the failure coefficient 
Cf = 0.96 for all ball valves by various manufacturers.

2. The efficiency preservation coefficient depends on 
the type of valve. A ball valve for heat supply systems uses 
process water, therefore Cep = 0.97.

3. The quality of manufacture and material will be esti-
mated with the product quality factor Cpq. This coefficient 
will be preliminarily taken as Cpq = 0.99 for manufacturers 
(2) and (3) and Cpq = 0.97 for manufacturer (1).

Efficiency retention factor according 
to the developed methodology

As the result, using the formula developed by the authors, 
we will deduce the efficiency preservation coefficient.

 Cef = Cdt × Cf × Cep × Cpq,  (7)

We will obtain data for the efficiency preservation coef-
ficient and summarize them in Table 3.

Table 3. Calculated efficiency retention coefficients

Cef

1 (China, brass with 
powder additives) 2 (China, brass) 3 (Russia, brass)

0.61 0.82 0.98

According to Table 3, all coefficients proved to be be-
low 1. Therefore, the authors have correctly chosen the initial 
experimental conditions.

Recommendations regarding further 
development of methodological 
framework 

The authors of the paper stress that the developed 
methodological framework requires additional tests and 
experimental trials. Thus, the minimal bending test load 
(Ptest)min is the defining value, therefore the experimental 
work requires a large sample. Additionally, in this case the 
authors recommend defining the ball valve with the lowest 
endured bending load out of the tested items of the same 
diameter as the SSMU using the method under development. 

Conclusions

1. As the result of experimental research the authors 
evaluated the “enhanced” capabilities of ball valves by 
various manufacturers through comparative analysis of the 
conducted static bending tests of the valves. 

2. It is recommended to consider an SSMU along with 
the operation as part of a pipeline made of a certain mate-
rial. The pipeline is also recommended to submit to static 
load tests.

3. As the result of conducted experimental research, the 
ball valve by manufacturer (1) was identified as the SSMU. 
Given the SSMU, the minimal test load was identified as 
(Ptest)min = 20.5 kg.

4. The destructive test coefficients for the examined ball 
valves were experimentally determined.

5. Efficiency preservation coefficients were identified, 
that, according to [2], are the basic coefficients of the reliabil-
ity indicator, that, in turn, is one of the primary dependability 
characteristics of process equipment, machines and entities.
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Abstract. Aim. This paper contains a brief historical overview of the evolution of the technol-
ogy dependability theory. The evolution of the concept of dependability reflects the unsolved 
problem of presentation of the scope and content of concepts in the dependability theory of 
technical objects. It is proposed to logically elaborate and deduce the terms based on the 
pseudophysical propositional logic. The paper presents an approach to solving the problem 
of introduction of the concept of an object’s intended use and deduction of alternative basic 
definitions of dependability. The aim of the paper is to examine the feasibility of applying the 
modern technology dependability theory to subsequent theoretical developments and practical 
application of the concept of reliability of organizations, social groups and individuals. Meth-
ods. The problem of the terminology and years-long search for the definitions of dependability 
consists in the deficiency of the academic development of the subject matter in philological, 
philosophical and logical terms. Certainly, such research is to be conducted by experts in the 
appropriate fields of knowledge. Let us make our own contribution as regards the subject mat-
ter of this paper. The author suggests a structural approach to terminological research. Essen-
tially, it consists in the following. If identifying the signs of the concept content is complicated, 
structuring the concept scope may be an option. The structuring is done using universal ob-
servation bases: time, space, groups and their combinations: time-space, time-group, space-
group. For that purpose, a special terminology is required. The category of “intended use” 
as an object’s property is introduced. The concept of intended use is large in scope, is more 
abstract than the concept of dependability. Let us note that quality standards were developed 
under the assumption that the intended use is the compliance of an object’s characteristic with 
the requirements. Russian standards prioritized the dependability concept, where the regula-
tory descriptions, definitions, such as “the ability to perform the required (specified) functions, 
(an object’s) ability to function”, “to function as and when required”, “functional dependability”, 
“parametric dependability”, “requirements specified in the documentation” are simply general-
ized by the category of intended use Such descriptions are none other than an indication of 
the property of an object’s intended use. For instance, an object’s ability to move in space 
is a property of the intended use, not dependability. Thus, all the terminological searches in 
terms of dependability standardization demonstrate an unjustified reduction of the concept of 
intended use to the concept of dependability. The introduction of the category of intended use 
solves the problems of terminology in the dependability theory. The author suggests the follow-
ing definition of intended use. Intended use is the property of an object defined by the natural 
origin or designed application. Dependability is a set of states as the measure of concordance 
with the intended use of an object. Conclusion. The evolution of the concept of technology 
dependability reflects the unsolved terminological problem in the dependability theory of tech-
nical objects. The problem of terminology largely consists in the ambiguous use and confusion 
of ontological terms. Deduction of such terms based on pseudophysical logic and introduction 
of the category of object’s intended use is the main result of this paper in terms of the intro-
duction of an alternative noncontroversial structure and content of dependability-related terms. 
The suggested approach is recommended to be used for revision of the existing standards. 
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1. Introduction

Standard descriptions of dependability were developed 
for engineering, industrial products, machines and devices. 
The research of dependability is associated with the theory 
of life safety and risks. This paper examines the problem of 
terminology as part of dependability standardization. The 
aim of the paper is to examine the feasibility of applying 
the modern technology dependability theory to subsequent 
theoretical developments and practical application of the 
concept of reliability of organizations, social groups and 
individuals. 

2. Problem of terminology in the 
dependability theory of technology

Since the introduction of the term of industrial product 
dependability and emergence of the first respective docu-
ments in the 1950s, there has been an ongoing discussion 
of the problem of dependability terminology, specificity 
as regards the specification of the fundamental term of 
“dependability”. The regulatory framework includes 
Russian and interstate standards: GOST 13377-67; 
GOST 13.337-75; GOST 27 002-83; GOST 27.002-89; 
G O S T 2 7 . 0 0 2 - 2 0 1 5 ;  G O S T R  5 1 9 0 1 . 3 - 2 0 0 7 
(IEC 60300-2: 2004); GOST ISO 9000-2011; GOST 
R 27.002-2009. The concept of dependability is ex-
amined much wider in standards related to the ter-
minology of quality, risk, safety: GOST 15467-79; 
GOST R 51901-2002; GOST R 51897-2002; GOST 
R 51898-2002; GOST 51901.14-2005 (IEC 61025: 1990); 
GOST R 51901.12-2007; GOST R 53480-2009; GOST R 
ISO/IEC 31010-2011.

The semantic descriptions of the concept of depend-
ability in the documents can be reduced to the following: 
“… property of the system to perform the task, … specified 
functions, … specified indicators within the given ranges, 
… parameters characterizing the ability to perform the 
required (specified) functions…” The same is true with 
the semantic descriptions in the IEC dependability stand-
ards: “the ability (of an object) to function as and when 
required”. 

The concept of good state of a technical device is the 
initial description that defines the content and scope of 
the concept of dependability. As machines can operate in 
a partially faulty state, the definition of [good/faulty state] 
becomes blurry. The introduction of the term “failure” de-
fines the impossibility to use an engineering product. That 
caused the definition of dependability through reliability 
and additionally: durability, maintainability, storability. 
Next, the concept of the up state was introduced. GOST 
R 27.002-2009 defines dependability through availability, 
while GOST 27.002-2015 [3] defines it through ability. 
Thus, the evolution of terminology from 1950 to this day 
shows roughly the following sequence of replacement of the 
concept of dependability with other generalized “explica-
tive” concepts: 

DEPENDABILITY@ 
< (good state) → (reliability) → (operability) → (avail-

ability) → (ability) >.

A detailed account of the content and historical analysis of 
the regulatory documents on dependability terminology was 
presented in [1, 2]. In the author’s opinion, the introduction 
of standard [3] does not resolve the problem of standardiza-
tion of the dependability terminology. Let us examine the 
basic definitions in this standard. 

Section 3 “Terms and definitions”, Item 3.1 “Basic defini-
tions”: “3.1.5. dependability”: The property of an object to 
maintain in time the ability to perform the required functions 
in specified modes and conditions of operation, maintenance, 
storage and transportation. Note 2. Dependability is a com-
posite property that, depending on the intended use and 
operating condition of the object, may include reliability, 
maintainability, restorability, durability, storability, avail-
ability or certain combinations of such properties”. Further 
in the standard, the above properties are defined. In Item 3.2 
“States”, the following definitions are introduced: “3.2.1 
good state: …, 3.2.2 faulty state: …”. In other words, the 
above properties are also considered as states.

In Item 3.4 “Failures, defects, damage”, the terms “fail-
ure” and “damage” are defined as events, while “defect” is 
defined as the object’s non-compliance with the requirements 
specified in the documentation. The “causes of failure are 
provoked”, while the “consequences of a failure are con-
ditioned” in a simultaneous and joint total: phenomena, 
processes, events and states. In Item 3.5.5, restoration is 
considered both as a process and an event. The standard is 
full of such cases.

The concept of dependability, without any doubt, is ab-
stract, i.e. is a category. That is the main reason of the termi-
nology problem and unchanging need to define dependability 
through other concepts. To make matters worse, compound 
words are used, such as reliability, maintainability, durabil-
ity, restorability, etc., which further complicates the solution 
of the problem. In logic, the definition of a concept that 
leads to a term is based on the content (signs), rather than 
the scope of such concept. If signs are successfully identi-
fied, the definition is considered to be strong, quantitative, 
suitable for object properties calculation. Otherwise the 
definition comes down to a simple replacement with another 
concept or several concepts (“dependability is reliability”, 
etc.). In other words, the definition of the term is descrip-
tive, weak and ill-suited for quantitative estimation. In our 
opinion, identifying the signs of the content of the concept 
of dependability “directly” does not appear to be possible.

The problem of the terminology and years-long search 
for the definitions of dependability consists in the deficiency 
of the academic development of the subject matter in the 
philological, philosophical and logical terms. Certainly, such 
research is to be conducted by experts in the appropriate 
fields of knowledge. Let us make our own contribution as 
regards the subject matter of this paper.



23

Development of an alternative dependability terminology

3. Research of the dependability 
terminology

The philological aspect. The philological examination 
of the concept of dependability is possible in the lexical 
and grammatical aspects. The word “dependability” is often 
searched for in technical literature with no tangible results. 
Normally, the definition is descriptive and repeats the content 
set forth in technical documents. Encyclopedias, specialized 
and explanatory dictionaries enable defining the scope of 
a concept, but identifying the signs of the content, which 
is required for term derivation, proves to be unsuccessful. 

In the lexical-grammatical aspect, the morphological 
structure of the word “dependability” consists of the prefix 
de-, root -pend- and suffix -ability. The lexical-grammatical 
class of the word dependability presents a suffix abstract 
noun that designates a quality (property) or state of an object, 
motivated by the adjective dependable with the meaning of 
an abstract sign. “Nouns with a suffix represented with the 
morpheme -ability with the meaning of “carrier of a sign” 
designate an abstract state [4, p. 164]; … with the meaning 
of abstract sign, designate a state with an abstract meaning 
of a sign, property” [4, p. 177]. It has been theoretically 
established that nouns are motivated (governed) by adjec-
tives in pairs: “dependability – undependability”. Out of this 
context and the general linguistic definitions, it is impossible 
to identify, what exactly the noun “dependability” and the 
adjective “dependable” designate: a property, a state, a sign 
of an object. Thus, attempted philological research does not 
bring us closer to the solution. 

Analysis of ontological terms in logic. Let us examine 
how terms, definitions and reducibility of terms are estab-
lished in logic. Abstract concepts (categories) are also called 
ontological terms (time, space, beginning, end, cause) that 
are later specified (defined) with logical terms. The theory 
of concepts, a sub-discipline of classical logic, has it that 
the scope and content of categories are the most difficult 
to define. Furthermore, the most abstract categories such 
as entity, thing, quality and others are not generalizable at 
all in terms of scope and their sign cannot be identified in 
terms of content.

First, the term (object) is specified. Then, the predicate 
(sign) is specified. The term and the predicate are cor-
related. “The predicate “red” (and the sign corresponding 
to the “redness”) is one-place. The predicate “bigger” 
(and the size sign “bigger”) is two-place. A predicate with 
the correlation ≥ 2 is n-place. One-place signs are called 
properties. N-place signs are called relationships [5, p. 61], 
i.e. assertions with multiplace predicates. Reducing terms 
to simple ones is the most important problem of logical 
analysis of scientific knowledge. “Defining a term means 
establishing its meaning using other terms, whose meaning 
is already known” [5, p. 228]. Terms are subdivided into 
initial and derived ones.

D-1. The term t1 is initial in relation to the term t2, while 
t2 is derivative in relation to t1 if and only if t1 is used in 
the creation (specification of the meaning) of t2” [5, p. 62].

The creation (introduction) and definition of ontological 
terms is the most important part of the problem of this paper 
as regards the terms “property”, “state”, “event”, “situation”, 
“process”.

The categories of “property” and “state”. There are 
no definitions of the concepts of “property” and “state” in 
the technology dependability standards. Meanwhile, the 
difference between those concepts is not trivial. Accord-
ing to Aristotle, “a property (hexis) is the manifestation 
of a certain activity by that which possesses and what 
it possesses; such an arrangement towards another, for 
example, health, is a certain property”…, “a transient 
property or state (pathos) is a property subject to pos-
sible changes; various manifestations of such properties 
and applications” [4, p. 244]. A property is a quality, a 
state is a quantity. 

Examples. (1) A body has the property of weight and can 
be in the states of movement and rest. (2) The property of 
water manifests itself in the states of liquid, solid, gaseous 
(vaporous), crystalline. It can be said that water has a “com-
posite property” and manifests itself in the “sub-properties” 
of liquid, ice, vapour, snow. However, it is preferable to 
explain the states.

Thus, in the existing standards, the definition of depend-
ability as a property of an object is up to discussion and 
selection. In our opinion, the concept of dependability is a 
state of an object. That is substantiated below. 

The categories of “event” and “process”. In [8], the 
following definitions are introduced:

113-01-04 event: Something that takes place, happens, 
occurs in a random point in space-time;

113-01-06 process: A time sequence of correlated events.
Those definitions do not satisfy the objectives of this 

paper, as they are descriptive, weak. In scientific literature, 
the definitions of the terms under consideration are often 
missing, are not reduceable to each other or equated to each 
other. It would be sufficient to note that in D.A. Pospelov’s 
book [Situational management] [9] the concept of “situa-
tion” is not defined. According to A.A. Zinoviev, “If Х is 
a statement, then ↓Х is a term of event (or state). Events 
exist or do not exist in a certain given or any situation” [5, 
p. 166]. Clearly, the terms “event” and “state” are equalized 
to each other. It is explained that a situation is defined by 
specifying the following: a) spatial area, b) time, c) event 
or set of events, d) combination of (a, b, c) is express; or 
follows from the context. However, out of the above logi-
cal construct do not directly follow the definitions of the 
terms “event”, “situation” and others. In our opinion, the 
definitions can be deduced only using the pseudophysical 
(pseudological) method. 

Deduction of the term of pseudophysical logic. The 
pseudophysical logic (PL) (term coined by D.A. Pospelov 
[9]) of the correlation between time, space, causality and 
their combinations allows deducing the definitions required 
for subsequent explanation. Let  be the term, the ob-
served object. Let us represent the following definitions and 
examples of reality.
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D-2. An object’s transitions in mapping spaces are 
called ascending if directed towards higher dimensional-
ity:  , where n is the number of an 
object’s states.

An example: the moment an aircraft lifts off the runway 
and starts moving in a three-dimensions space. 

D-3. An object’s transitions in mapping spaces are called 
descending if directed towards lower dimensionality:, 

,  number of transitions.
An example: the moment of an aircraft’s landing and 

transition to movement in a two-dimensional space. 
D-4. An object’s transitions in mapping spaces are called 

symmetrical if directed either way of the same (higher or 
lower) dimensionality: .

An example: a) moment of the acceleration run at the 
decision speed; b) the moment at the landing decision 
point height when the decision is made to land or execute 
a go-around. 

D-5. Object mapping in ascending transitions is called 
the involution of object description data.

D-6. Object mapping in descending transitions is called 
the convolution of object description data. 

Defining the terms “event”, “situations” is only pos-
sible at the convergence of the temporal and spatial logic. 
A complete derivation of ontological terms is only possible 
at the convergence of the temporal, spatial and causal logic, 
which requires additional research.

D-7. A representation of an object in transitions from 
space to space si in the moment in time ti we call an event: 

, where ei is the object mapping operator 
for transition from space to space. 

An event, set E,  is the association of the PL of 
relationships between the time and the space .

D-8. The set of associations of the PL of relationships 
between the time and the space we call a situation. 

In the above definitions and examples: a situation is a set 
(beginning of movement and stopping of an object, take-
offs and landings, decisions made) of events in ascending, 
descending, symmetrical transitions.

In [8], there is no definition of the concept of “state”. Let 
us introduce the following definition.

D-9. A state is a parameter, set of parameters of an ob-
ject’s properties within the observed time intervals (“113-
01-10 time interval): Part of the axis of time limited by two 
moments” [8]).

In this definition, the concept of state is defined as the 
parameter of commensuration of indicators (combined and 
simultaneous). For instance, the speed of a vehicle is com-
mensurated with two indicators: distance and time.

4. Solving the problem of development 
of the dependability terminology

The structural approach. The author suggests a struc-
tural approach to terminological research. The essence of 
such approach consists in the following. If identifying the 
signs of the concept content is complicated, structuring the 

concept scope may be considered. The structuring is done 
using universal observation bases: time, space, groups and 
their combinations: time-space, time-group, space-group [6]. 
It has been empirically established that the dependability of 
an object of any nature changes in time in steps, the so-called 
U-shaped profile: entry (below the norm), normalization, 
ageing (below the norm). Subsequently, the dependability 
of any object can be reliably observed (measured, evalu-
ated) according to the U profile. For that purpose, a special 
terminology is required.

We suggest a strict hierarchic structure of terms. An ob-
ject has a name. The intended use of an object specifies its 
property. A property is observed (measured, evaluated) in 
states or parameters. States are formed by a set of indicators. 
Indicators are specified based on values. For the purpose of 
calculating an object’s properties, an information unit (IU) 
is defined with an n-placed five: 

{1, assignment ⊆ 2, property ⊆ 3, state (parameter) ⊆ 4, 
indicator ⊆ 5, value}.

D-10. The IU is single-point if the subset corresponding 
to the value is single-point and cannot be divided into parts.

D-11. The precision is associated with the value.
Each element of the IU is observed (identified, defined) 

based on signs. An IU has a hierarchy, does not allow 
for ambiguous interpretation and arbitrary application 
of terms. The presented system of terms is a universal 
model, can be used for calculating the states of objects of 
any nature. The structure of terms is shown in a diagram 
in [10, p. 91]. 

The structural approach also implies the search for 
and establishment of a more abstract (in relation to the 
researched one) umbrella term. In our opinion, the cat-
egory of intended use is such a concept. Below is the 
substantiation.

The category of “intended use” as an object’s 
property. The concept of intended use is large in scope, 
is more abstract than the concept of dependability. Let 
us note that the quality standards (ISO) were developed 
under the assumption of the intended use being the com-
pliance of an object’s characteristic with the requirements 
(GOST ISO 9000-2011: “Quality: the degree of compli-
ance of the sum and the intrinsic characteristics with the 
requirements”).

Russian standards prioritized the dependability concept, 
where the regulatory descriptions, definitions, such as “the 
ability to perform the required (specified) functions, (an 
object’s) ability to function”, “to function as and when 
required”, “functional dependability”, “parametric depend-
ability”, “requirements specified in the documentation” are 
simply generalized by the category of intended use. Such 
descriptions are none other than an indication of the prop-
erty of an object’s intended use. For instance, an object’s 
ability to move in space is a property of intended use, not 
dependability. 

If an automobile “is sitting in traffic” (the example given 
in [2]), is not intended to also be a helicopter or an airplane 
like in the 1965 movie Fantomas Unleashed, it is its intended 
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use per the design, i.e. moving in a two-dimensional space. 
Therefore, an absolutely dependable automobile will sit in 
traffic “dependably” and motionlessly. 

Thus, all the terminological searches in terms of depend-
ability standardization demonstrate an unjustified reduction 
of the concept of intended use to the concept of depend-
ability. The introduction of the category of intended use 
solves the problems of terminology in the dependability 
theory. The author suggests the following definition of 
intended use. 

D-12. Intended use is the property of an object defined 
by the natural origin or designed application. 

The property of natural origin: the intended use of “а pike 
who lives in the lake is to keep all fish awake”.

This definition is introduced for a simple object. The 
intended use of a complex object may be considered as a 
combination of property elements. If we adopt the proposed 
point of view that the concept of intended use is a property, 
then all the derived concepts are states. In the context of this 
paper, such states include dependability, safety (security), 
risk, efficiency, etc. 

The problem of alternative terminology in the depend-
ability theory of technology. Given the above, let us present 

an example (model) of the development of an alternative 
dependability theory terminology. Only the basic defini-
tions are suggested. This paper does not aim to completely 
rework the standard. 

D-13. Dependability is a set of states as the measure of 
concordance with the intended use of an object. The alterna-
tive definitions are given below (Table 1).

The example of terminology development does not pro-
vide for analogous use of terms like “good state”. We assume 
that terms related to events and processes are to be carefully 
examined in terms of the philological and logical aspects 
in order to establish clear distinctions. Thus, among other 
things, instead of the term “defect” the term “breakdown” 
should probably be used.

5. Conclusion
The evolution of the concept of technology depend-

ability reflects the unsolved terminological problem in the 
dependability theory of technical objects. The problem of 
terminology largely consists in the ambiguous use and con-
fusion of ontological terms. Deduction of such terms based 
on pseudophysical logic and introduction of the category of 
an object’s intended use is the main result of this paper in 

Table 1. Example of the development of an alternative terminology in the dependability theory of technology

GOST 27.002-2015 Alternative definitions
3.2 States States of dependability
3.2.1 good state: The state of an object, in which it complies 
with all the requirements specified in the respective docu-
mentation

Good state: a state that complies with the intended use of 
the object subject to allowable damage.

3.2.2 faulty state: The state of an object, in which it does not 
comply with at least one of the requirements specified in the 
respective documentation

Faulty state: a state that does not comply with the intended 
use of the object due to defects.

3.2.3 up state: The state of an object, in which it is able to 
perform the required function

Up state: a state that complies with the intended use of the 
object.

3.2.4 down state: A state of an object, in which it is unable 
to perform at least one of the required functions due to rea-
sons depending on it or due to preventive maintenance

Down state: a state that does not comply with the intended 
use of the object.

3.4 Failures, defects, damage Events of disrupted dependability
3.4.1 failure: An event consisting in the disruption of an ob-
ject’s up state. Failure: an event of disruption of an object’s up state.

3.4.2 defect: Each individual non-compliance on an object 
with the requirements specified in the documentation Defect: an event of disruption of an object’s good state.

3.4.3 damage: An event consisting in the disruption of an 
object’s good state under condition of retained up state.

Damage: an event of an object’s disrupted good state under 
condition of retained up state.

3.5 Maintenance, restoration and repairs Dependability restoration processes
3.5.2 Maintenance: A set of organizational actions and tech-
nical operations aimed at maintaining the operability (good 
state) of an object and reducing the probability of its failures 
in the course of intended use, storage and transportation.

Maintenance: the process aimed at maintaining the up and 
good state of an object.

3.5.5 recovery: A process and event consisting in the transi-
tion of an object from the down state into the up state.

Recovery: a process aimed at causing the transition of an 
object from the down state into the up state.

3.5.9 repairs: A set of technical operations and organiza-
tional actions aimed at recovering the good or up state of an 
object and restoration of the operating life of the object or 
its components.

Repairs: a process aimed at causing the transition of an ob-
ject from the faulty state into the up state. 
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terms of the introduction of an alternative noncontroversial 
structure and content of dependability-related terms. The 
suggested approach is recommended to be used for revision 
of the existing standards. 
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1. Introduction

This is especially vital in dynamically changing circum-
stances of the post-covid world and low oil prices when 
the established economic relations between countries are 
being replaced by others due to new societal demands in 
essential commodities, medicine and equipment and due 
to market conditions. Nowadays there appear new logistic 
supply chains and transport routes respectively that have not 
been used before. In this context we may expect a demand 
increase for transportation in one direction and a downright 
cut in other. Such a disproportion can bring a long line of 
serious problems for railway companies; in particular they 
have to invest much in renovation and improvement of their 
infrastructure, to maintain it in good state while supporting 
a growing volume of transportation. So, railway companies 
are interested in developing efficient maintenance strategies 
allowing to increase transportation volumes with a high 
level of safety and dependability while keeping risks at an 
acceptable level, based on so called Big Data of diagnostics 
systems. In order to efficiently manage railway infrastructure 
and rolling stock, one shall know their current technical state 
and be able to predict their state in future. 

2. State-of-the-art of digitalization 
of infrastructure maintenance on 
EU railways 

At present there are a lot of talks about the demand for 
implementation of disrupting (including digital) technolo-
gies on railways. Besides obvious benefits, digitalization can 
bring some serious problems for railway companies. There 
can be cases when a grade of automation has been wrongly 
chosen, or wrong parameters have been used for generation 
of a database of technical assets, or even worse, a company 
has no objective information about a current real state of 
technical assets, and available information is just some ir-
relevant reports produced by quasi-automated systems that 
are operated in line with the processes described by hired 
business consultants. 

It is also very important to have a clear idea about the size 
of planned financial expenditures. Advanced technologies 
of data collection, transfer and analysis in the nearest future 
can radically change the maintenance rules adopted today 
on railways and in principle based on a normative approach. 
Monitoring systems for technical facilities of infrastructure 
and rolling stock are becoming more available, and they 
generate huge amounts of data that has been called Big Data, 
Internet of Things (IoT), Internet of Services (IoS), machine 
self-learning – all these concepts are actively taking their 
places in short-term digital strategies of railway develop-
ment. Today the hot subject of researches is becoming the 
search for a balance between a rate, process costs, data 
transfer speed and power consumption of such multisensory 
systems. As a small example, there is DIANA system [1] 
developed by infraView for the purpose of diagnostics and 
analysis of DB infrastructure components. In 2016 over 6500 

switches were connected to it, while in 2019 they already 
amounted to 25 thousands, and in 2020 the system controls 
30 thousands of switches. Even today such smart systems 
begin to generate very huge amounts of data. Their transfer, 
storage, processing and analysis will become important is-
sues in the years to come. Therefore, there arises a question 
whether these Big Data are consolidated, analyzed and used 
by railway companies in the right way. As when using pre-
diction, it is difficult to assess whether various risk levels are 
acceptable and to take measures that would have seemed too 
risky before. For instance, one may reduce redundancy and 
cut the costs of technical maintenance if a decision making 
person believes it acceptable when a wheel pair achieves a 
limit state prior to a scheduled repair, though previously he 
would immediately have sent it for repair. However, while 
balancing at the level of risks, one should understand that 
decision makers will also have to balance at the level of 
responsibility for risk-related decisions made. Therefore, 
railway companies will have to take a lot of efforts so that 
the huge investments that they are currently putting into 
digitalization should not be lost, since the implementation 
will face opposition from the established system of adminis-
tration and distribution of responsibility among management 
levels within a company.

In this context, some positive experience accumulated 
by the Federal railways of Austria ÖВВ can be useful for 
other railway companies. ÖBB strives to take a lead in im-
plementing ISO 55000 on railway transport and successfully 
verifies this intention in practice, by getting the ISO 55000 
asset management certificate the first among all European 
railway companies in February 2019 for shifting to track 
maintenance based on the following principles:

- periodic full renovation of track;
- application of a current maintenance program combining 

preventive measures and those based on information about 
a real track state received by regular inspections;

- cancellation of permanent speed restrictions on main-
lines;

- rehabilitation of roadbed when necessary on mainlines 
with dense traffic and at locations of switches.

The company experts have developed a unified network 
plan of asset management detailed for each technical de-
partment. 

The ÖBB administration pays a lot of attention to the 
issues of IT support for the asset management system as a 
major tool for implementation of this methodology. Thus, 
from 2013 till 2018 the ÖBB management allocated over 
12 mln Euro for the development of an IT platform. As a 
result of the work, Austrian engineers integrated 360 various 
databases into one database in order to construct an infra-
structure asset management system. 

Italian railways RFI became a second European railway 
company who was certified for their asset management 
system. This has been the first and the only certification 
in Italy accredited by Italcertifer through Accredia for 
physical assets management. The cost of the certification 
for RFI was over 40000 Euro. As the project manager 
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Donatella Fochesato said, during the certification proce-
dure 104 processes and 387 sub-processes of the company 
were described. 

The certification is part of a wider strategy aimed at fur-
ther improvement of network management and generation 
of an added value for the company as well as for concerned 
parties.

Irish Rail has invested over 20 mln Euro in constructing 
an IT system of asset management.

Belgian railways, Infrabel have spent over 10 mln Euro 
for the development of an IT system for asset management.

General information about EAMS (Enterprise Asset 
Management System) systems used by some foreign railway 
companies is given in Table 1.

The generalized architecture of the European asset man-
agement IT platform is presented in Fig.1 (authored by Jude 
Carey, Irish Rail). One can see that it provides rather a diverse 
spectrum of IT solutions, which project managers in charge of 
introduction of an asset management in companies admit to be 
a big problem as making any changes to the platform’s software 
is very time-consuming and requires a lot of financial resources 
and interactions with an IT department and a software supplier.

Table 1. Examples of EAMS systems at foreign railway companies

Company Type of EAMS or auxiliary 
MMS

Year of opera-
tion start

Current estimation of satisfaction with ap-
plied SW 

Irish Rail Maintenance Management Sys-
tem (IT-tool): SAP PM

Since the begin-
ning of 2000th

There are proposals to improve the func-
tionality, however the high cost of SAP ex-
tension prevents the company from includ-
ing this work in the maintenance contract. 
Plans are under discussion to transit to IBM 
Maximo by 2025, though it is complicated 
to abandon the elaborated solutions, and 
switching to other IT platform results in a 
lot of administrative and technical compli-
cations 

Infrabel, Belgium SAP - -

Network Rail, 
 England ELLIPSE (supplied by ABB) 2004 

No replacement planned, alternatives often 
proposed, but it would be hard to change 
the system due to administrative complica-
tions, other systems have their own draw-
back as well 

ADIF, Spain
ADIF – proprietary system for 
tracks and other infrastructure 
(not for stations)

-
Trying to improve and integrate it with other 
enterprise systems into a unified management 
platform 

VAYLA, Finland 

Raid-e systems (proprietary)
RATKO – main data base for 
railway infrastructure 
RAIKU – tool for generation of 
reports about current mainte-
nance (for MMS)
RYHTI – tool for planning of 
infrastructure renovation and 
refurbishment 
RAHTI – tool for planning of 
physical assets 

Started at 2016 Still under introduction, early to make con-
clusions 

ÖBB, Austria 

Proprietary systems.
ARGUS – tool for resources 
planning
MAZE – tool for inspection and 
harmonization of documents
AUER – tool for maintenance 
invoicing

Since the begin-
ning of 2000th

Systems under permanent improvement. 
Transit to 
SAP had been discussed, however it hap-
pened too expensive.
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3. UIC projects, international 
interdisciplinary consulting 
companies’ experience and best 
practices 

Assuming the importance of the assessment of expendi-
tures required for maintenance and renovation of a railway 
network, the International Union of Railways (UIC) as 
early as 1996 started to collect and analyze respective data 
within the project Lasting Infrastructure Cost Benchmark-
ing (LISB) [2]. Infrastructure companies from 14 European 
countries have been participating in the project for over 20 
years. The goal of the project is to define levels of railway 
companies’ costs for maintenance and rehabilitation of the 
current infrastructure as well as to identify factors influenc-
ing these costs. It has been found that higher density of a 
railway network traffic in some cases has resulted in increase 
of costs for technical maintenance approximately by 5 per 
cent, and for renovation – by 16 per cent. The LISB project 
became a starting point for accumulation of statistical data 
about infrastructure maintenance, collection and analysis 
of best practices of railways, and exchange of experience 
among the participants. 

In 2007 the UIC established a special Asset Management 
Working Group (AMWG) that combined the representa-
tives of 10 European railway companies. Russian experts 
joined the group in 2016. The key areas of activities of the 
Group are:

- Research in asset management to promote the develop-
ment of railways;

- Selection of an asset management strategy for railway 
enterprises;

- Identification of factors accompanying the optimization 
of asset management methods;

- Improvement of existing methods of asset management;

- Exchange of advanced experience in the area of asset 
management in the railway domain;

- Unification of methods and development of common 
approaches, guidelines and standards for railways to intro-
duce technologies for efficient management and decision 
making support.

In 2010 the group developed the Guidelines for the Ap-
plication of Asset Management in Railway Infrastructure 
Organizations [3], which has since been updated regularly 
based on the annual work results of the Group. In 2015 a 
Shortlist of Cost Drivers in Railway Asset Management 
was issued [4]. Based on the statistical data of the project 
participants, the document identified the impact of various 
cost factors (so called cost drivers) on the costs of infra-
structure technical maintenance, repair and renovation. It 
was noted that there are quantitative and qualitative cost 
drivers. Qualitative cost drivers could not be characterized 
by quantitative values, so they were presented in the docu-
ment in a descriptive way. In 2016 the UIC issued the ISO 
55001 Guidelines for the Application of Asset Management 
in Railway. The Russian participation in particular con-
tributed to this international document with the experience 
accumulated by Russian Railways during the development 
and application of the Integrated system of dependability, 
risks, resources at all lifecycle stages, called URRAN for 
short [5-7]. Special attention in the document was paid to 
risk management. Compared to any other such documents, 
this document allows to implement the key principles of 
asset management: “cost reduction by doing the right job 
at the right place at the right time, as well as by coordinated 
activities to achieve the best balance between maintenance, 
renovation and improvement of the entire asset database”. 

In 2020 the Group initiated a new project called Asset 
Management Whole System Decision Making (WiSDoM). 
The goal of the project is the development of the concept and 

Generalized architecture of the European asset management IT platform

Fig. 1. (authored by Jude Carey, Irish Rail)
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respective methods and tools for the common asset manage-
ment system of decision making (hereinafter “the System”) 
intended to ensure railway asset management. The System 
concept foresees the integration of the “system of systems” 
approach used in other industries with existing approaches 
to asset management and very similar in many aspects to the 
URRAN methodology. The roadmap of the project provides 
for the development of the concept of the System imple-
mentation for the entire infrastructure, common processes 
and criteria for decision making, definition of methods and 
tools ensuring decision making, onsite testing, validation of 
applied methods and proof of concept. The project is planned 
to last from January 2021 till December 2023. 

Besides the Group’s permanent members, there are also 
representatives of interdisciplinary international consulting 
companies, research institutions and transport companies of 
Austria, US, Great Britain, Ireland, France, Netherlands etc 
who take part in the AMWG regular meetings. Since this 
market is rather young, let us dwell upon them in more detail.

Oxand [8] was founded in France in 2002 and is a leading 
consulting company in the area of construction of asset and 
project management systems. The company’s portfolio has 
over 1500 project references in management of realty, rail-
way infrastructure, power supply and industrial enterprises. 
The key tool is a proprietary software tool SimeoTM that has 
in its database the information about over 600 types of assets, 
analysis of 70000 km of railway infrastructure and over 40 
mln m2 of realty. The system incorporates a decision making 
support module that uses statistical data about various types 
of technical assets accumulated for 15 years. The major 
indicators used for decision making are RAMS parameters.

Systra Solutions [9] is an international engineering and 
consulting group. It was established by French railways 
SNCF in France in 1957. It offers its own software solu-
tions for constructing lifecycle models, planning invest-
ments, managing risks and safety, optimizing costs as well 
as constructing a predictive maintenance system based on 
Big Data.

Assetsman [10] was established in France in 2001 
by Dr Celso de Azevedo, the pioneer of introduction of 
an asset management system in France. The company 
offers business consulting services, trainings and imple-
mentation of an asset management system for industrial 
enterprises using their own software modules such as 
AssetsValue, AssetsBudget and AssetsLifetime that cover 
all issues related to management and decision making 
support for technical asset management based on RAMS, 
LCC and risk analysis. For training and workshops the 
company uses the business game AssetsGame. The com-
pany is a member of French Institute of infrastructure 
asset management (inframi) and provides supporting 
services for ISO 55001 certification.

COSMOTECH [11], France, founded in 2010. A global 
supplier (vendor) of Enterprise Digital Twins software and 
applications for simulation and optimization of corporate 
operational efficiency. The company has developed a large 
library of customizable models and templates.

3B infra [12], Austria, founded in 2008, provides busi-
ness consulting services and system solutions for asset 
management, including realty, technical maintenance of a 
customer’s infrastructure, costs planning and control using 
a proprietary integrated system of a railway company’s 
infrastructure and operations management – INFRALIFE. 
A common software platform allows to take into account 
the current state of infrastructure, to record costs, to plan 
repairs and to support decision making based on predictive 
analytics. It can integrate any existing systems of a customer 
into its control loop.

ALD [13], Israel, established in 1984. The company is 
specialized in risk analysis, dependability, fail-safety and 
FRACAS systems (Failure Reporting Analysis and Cor-
rective Action systems). The company offers the following 
software solutions:

- FavoWeb, Internet-based version of dynamical FRA-
CAS system, calculation of RAMS parameters, lifecycle 
cost, analysis of a customer’s risks at the level of the whole 
enterprise. It is capable of integration with any existing 
databases of a customer;

- RAM Commander – 30 modules replacing a depend-
ability engineer’s functionality and automating all his tasks 
– from prediction of parameters to fault tree analysis at all 
levels: components, units, systems;

- Safety Commander provides an integrated assessment 
of fail-safety at the level of a platform (aircraft, ship, train, 
etc.) by integrating fail-safety parameters at a higher level.

ReliaSoft [14], US, established in 1992. The company 
provides consulting and training services, licensing, supply 
of software. ReliaSoft software applications present a wide 
range of engineering simulation methods and dependability 
analysis at the stage of a technical item design.

SAP SE [15], Germany, founded in 1972. The company 
develops automated management systems for such internal 
corporate processes as accounting, trade, manufacturing, 
finances, human resources, warehouse management etc. Be-
sides supply of software, the company offers services in its 
implementation using its own implementation methodology 
(the initial name was ASAP – Accelerated SAP – and now 
it is ValueSAP). SAP ERP is the most well-known software 
product for planning enterprise resources designed by the 
company. The implementation of the SAP ERP module 
includes the development and implementation of the fol-
lowing processes:

• Management of reference data;
• Overhauls and current maintenance;
• Annual planning of maintenance;
• Short-term planning;
• Execution of works and accounting of actual costs; 
• Technical maintenance management. 
ABB [16], Swiss-Swedish Corporation, founded in 1988, 

works in various industrial segments, however the key ac-
tivities of the company are power supply engineering and 
automation technologies combined by a common digital 
platform ABB Ability™. The enterprise automation software 
enables the automation of manufacturing management, the 
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cut of energy consumption and the increase of production 
rates (operational costs reduction, lifetime extension, de-
pendability and response improvement).

Maximo Asset Management [17] is a software solution 
by IBM (US) specifically tailored for management of all 
types of technical assets irrespective of their locations. IBM 
MAXIMO has 6 interrelated functional units enabling a full 
cycle of maintenance and management of corporate assets:

- asset management;
- supply management;
- contract management;
- stock management;
- project management;
- service management.
Maximo is a leading solution in the market of ЕАМ sys-

tems and intended to increase the efficiency of an enterprise’s 
asset management.

Of course, it is far from a full list of companies and 
IT products available at the market at present. It is worth 
noting that there is some general trend in the evolution of 
the market. The companies that started as developers of 
RAMS calculation software and only later proceeded to 
deal with the issues of lifecycle costs, risk assessment and 
related decision making support systems and methodol-
ogy represent “the older generation” who have made an 
evolutionary way from just engineering to development of 
management tools and search for the most efficient strategy 
of technical maintenance and repair of infrastructure. The 
advantages of these representatives are a well-established 
engineering school and large libraries of technical failures 
of equipment accumulated for quite a long time. The com-
panies who came into the market at a later stage grew as 
business consultants in the first place, providing consulta-
tions in construction and restructuring of enterprise asset 
management systems in line with the principles of the ISO 
31000 series standards in risk management, the ISO 55000 
standards in asset management, while providing services in 
certification, corporate training, development of business 
games. The software offered by these companies is rather 
focused on procedures for description of a customer’s 
business processes, albeit with obligatory application of 
decision making support indicative markers using RAMS 
and risk assessment parameters. There is also a third group 
of companies who appeared around big infrastructure com-
panies and, while providing services in elaboration of an ef-
ficient strategy of a customer’s infrastructure maintenance, 
proceeded to maintain a customer’s infrastructure by their 
own as outsourcing companies implementing their solu-
tions in practice. Their advantages are own numerous and 
well-trained technical staff and availability of a multilayer 
comprehensive system of a whole enterprise management 
system using integrated solutions of SCADA systems and 
integration of a production and operations control loop with 
accounting systems, that enabling to practically implement 
principles of cost management and to calculate a lifecycle 
cost of equipment. 

4. Conclusion 

The paper analyzed the experience of EU railway 
companies in construction of a technical asset manage-
ment systems based on advanced digital technologies. 
It is found out that a generalized architecture of the 
European information platform of asset management 
presents rather a diverse spectrum of IT solutions, which 
is a big problem, as making any changes to the platform’s 
software is very time-consuming and requires a lot of 
financial resources. In this context the most successful 
are the companies who have invested in development 
of their own digital platform of asset management. To 
validate this conclusion, best practices of European 
railway companies were benchmarked, digital technolo-
gies used by railway companies were compared, and the 
most well-known software solutions available in the 
market for construction of an asset management system 
were reviewed. A conclusion was made that railway 
companies will have to take a lot of efforts so that the 
huge investments that they are currently putting into 
digitalization should not be lost, since the implementa-
tion will face opposition from the established system of 
administration and distribution of responsibility among 
management levels within a company. 
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Abstract. Aim. To show a method of overcoming the uncertainty in the requirements for the 
quality of data in non-standard situations and ways of formalizing the decision-making pro-
cess aimed at ensuring safe operation of structurally complex systems. The paper proposes 
a method of axiomatic construction of integrated indicators that describe the properties of a 
system and its operational environment through the synthesis of the risk function. Methods. 
Methods of system analysis of the objective, Russman’s methods of the difficulty in achiev-
ing the objectives and the Shewhart charts theory. Results. The author proposed methods of 
qualitative estimation of two types of safety state, i.e. “better than” (for the purpose of defining 
a certain target level that characterizes the safety state that is to be ideally achieved) or “not 
worse than” (for the purpose of defining a certain maximum allowable level that characterizes 
the safety state, below which it is not allowed to go), that imply certain ranges of deviation 
from the specified target or, respectively, the minimal allowable levels, within which the safety 
state evaluated with an integrated index is deemed to be acceptable. Conclusions. It is shown 
that, in respect to problems of safety and risk assessment of structurally complex systems, one 
should not try to work with specific safety-related events only. All such events are character-
ized by a set of properties and contributing factors with associated characteristics. One should 
try to identify each property and each characteristic of such property, which would later allow 
defining proactive and reactive control actions in response to changes in such characteristics 
and properties. Having worked out a property of a situation or an event, we work out a property 
of a risk, and it is of no significance in which specific risk this property manifests itself. Com-
binations of risk properties can be extremely numerous, therefore it is very difficult to predict 
specific situations. That causes the requirement for a proactive decision support system that 
ensures high-quality managerial decisions short before a critical event.
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Introduction

The problem of optimal decision making in system 
management under the condition of poor mathematical 
formulation that is characterized by, first, the uncertainty 
in the choice of the target function and definition of limita-
tions associated with a large number of heteronymous and 
contradictory indicators of the possible current and future 
system state descriptions, and second, the non-standard 
decision-making situation that consists in the capability to 
only calculate for each option only the values of individual 
indicators, lack of knowledge on and difficulty to imple-
ment a number of important properties of the objective 
function, properties of the search domain, etc. In this con-
text, decision-making is in general defined as the process of 
selection of the best out of all possible solutions. However, 
in practice, achieving optimal results may be difficult, as 
decision-makers (DM) and experts often have difficulties 
making decisions. 

Risk analysis is essentially the only way of research-
ing those aspects of safety that cannot be covered by 
statistics, like, for example, low-probability accidents 
with high potential consequences [1]. Certainly, risk 
analysis does not solve all safety problems, but its use 
is required to compare the consequences caused by 
various hazards, identify the most important among 
them, chose the most efficient and cost-effective safety 
systems, develop accident relief measures, etc. Risk as a 
dynamic characteristic that depends on the time, assets 
and information cannot be reduced to “two-dimensional 
estimates” of probability and damage. Additionally, there 
is a crucial difference between the stochastic factors that 
entail decisions in the presence of risk, and indefinite fac-
tors that entail decisions under uncertainty. Both cause 
varied outcomes of managerial actions, but stochastic 
factors are completely described by available stochastic 
information (such information is what allows choosing 
the optimal solution). In respect to uncertain factors such 
information is not available. 

The problem of elimination of uncertainties in the context 
of safety assessment is of high practical significance and 
has not been completely resolved yet. Within the scientific 
community, even the interpretation of the concepts used by 
various researchers provoke discussions [2]. 

Many, if not most, methods in statistics use probabilities 
that comply with the classical Kolmogorov axioms (called 
“exact”, “classical” or “additive” probabilities). However, 
in the very early publications dedicated to quantitative 
estimation of uncertainty, among other things, foresight 
[3], non-additive probabilities [4] and convex sets of 
probabilities [5] were used. A clear emphasis on exact 
probabilities developed only after Laplace’s works [6], 
and today many statistics and probability theory research-
ers are still convinced that additive probabilities are the 
foundation of the quantitative definition of uncertainty 
that is rich enough to cope with all types of uncertainty 
and the information that is generated as part of practical 

tasks. However, the opinion is becoming commonplace 
that additive probabilities are too limited and the emerg-
ing alternative structures ensure the required flexibility for 
quantitative estimation of uncertainty, thus also providing 
new methods of addressing it as part of engineering risk, 
safety and dependability assessment.

The situation of uncertainty is characterized by the fact 
that the selection of a specific plan of actions may lead to 
any result out of a certain set of variants, but the probability 
of the effect of random factors is unknown. Normally, two 
cases are distinguished: in the first case, the probabilities 
are unknown due to the lack of required statistical infor-
mation, while in the second case the situation is not sta-
tistical and objective probabilities are out of the question 
(the situation is the so-called “perfect” uncertainty). The 
“perfect” uncertainty is the most common, as decisions 
(specificity strategic ones) are normally taken under unique 
conditions. Decisions taken under uncertainty are strongly 
associated with risk. 

Engineers usually addressed uncertainty using safety 
factors, requiring that the actual load capacity of a structure 
is above the design load by a certain coefficient. Never-
theless, the approach involving the safety factor does not 
provide any information on the actual time to failure and 
thus is not completely satisfactory. As a better analytical 
description of uncertainties was preferable, engineering 
evaluations were incorporated in the probabilistic basis 
since the 1950s in the innovative works of Freudenthal, 
Bolotin and others. This approach implied that each param-
eter of a model is considered as a random value, and instead 
of absolute safety the probability of failure is considered. 
Such probabilistic approach causes an explosive growth 
of the number of parameters: each physical parameter now 
has a probability distribution that, in turn, is described by 
distribution parameters (such as the average value, standard 
deviation, excess, etc.), not to speak of the description of 
correlations between variables. Unfortunately, that requires 
much more information than usually available. Thus, in 
practice, distribution parameters must be partially defined 
through normative assumptions, e.g. by simply limiting the 
type of distribution by the type that is common to technical 
literature, or naively presuming independence, if informa-
tion on correlations is unavailable. In other words, it is 
required to introduce artificial information, that cannot be 
confirmed by available data. 

The pursuance of uncertainty models that reflect the actual 
level of available information lead to the search for alterna-
tive models within the engineering community: probabilistic 
models were considered to be an excessively rigid concept, 
while engineering practice had sufficiently clearly shown 
that interval estimation of uncertainty is superior to point-
wise estimation. 

What is the solution? We must migrate towards risk 
synthesis in system management and conceptual design of 
management systems. Probability is not an additive value. 
The addition of the products of probability and damage 
only works for small probabilities. This matter was, for 
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example, discussed in previous articles [7, 8]. The key 
idea expressed in those publications is that risk assess-
ment shall be performed on the assumption of unachiev-
able “ideal”. As consequence, the development program 
(project, model) must include a description of such ideal 
in reference to all factors and threats. Solving this prob-
lem requires developing the structure of the management 
system that would reflect the correlations between such 
elements, threats, risks and vulnerabilities. By definition, 
the problem of such system’s structure synthesis comes 
down to the definition of the set of correlations over the 
set of its elements.

In terms of perception, for instance, where the field of 
consciousness can be easily analyzed experimentally, it has 
been concluded that the so-called “elements” are always 
products of dissociation or extraction out of a whole within 
an initial set and no special correlation can be identified with-
out the initial identification of the characteristic structural 
properties of the set. Eventually, that will lead to the reali-
zation of the requirement for a truly functional monitoring 
system that, in general, implies solving four interdependent 
problems [9, 10]:

- observation that consists in the acquisition and distribu-
tion of information, processing and delivery to users (this is 
the integration function and allows building a database for 
the purpose of analysis, estimation and prediction of the state 
of the monitoring object and its development);

- analysis and assessment involve the analysis of the 
collected information, identification of causal relationships, 
comparison of the adopted indicators with the specified 
standard ones;

- prediction that is associated with the feasibility to use 
high-quality monitoring information for the purpose of 
reliable representation of the general future development 
pattern of the observed phenomenon, object or system and 
thus scientifically substantiated development of short and 
long-term plans for the transformation and management of 
certain processes;

- supervision that consists in constant monitoring of 
the obtained results and their comparison with the input 
data, as well as organization and follow-up of the planned 
measures and tasks.

The inclusion of the analytical component into the 
monitoring system is justified and reasonable. Additionally, 
analysis is the most significant element of monitoring, since 
monitoring is not only about recording facts, mirror-image 
presentation of the occurring processes, but also analytics, 
assessment that enables conclusions and suggestions, pre-
dictions, planning, development scenario preparation, etc. 
The prognostic component is the basic one of the supervi-
sion, planning and management functions. If we imagine 
management as the transmission of information flows from 
one management entity to another, then management is the 
process of conditioning of the behaviour of the controlled 
object and ensuring its stable operation under risk and un-
certainty by organizing internal and external information 
flows, as well as methods of its retrieval, processing and 

distribution that allow developing, selecting and implement-
ing rational managerial decisions. In the context of limited 
flows of information on the state of the controlled object or 
the extreme scarcity of the safety-specific features of situa-
tion description, qualitative estimation may find widespread 
application. 

1. On the qualitative assessments
There are two types of qualitative estimation of pro-

cess safety: “better than” (for the purpose of defining a 
certain target level that characterizes the safety state that 
is to be ideally achieved) or “not worse than” (for the 
purpose of defining a certain maximum allowable level 
that characterizes the safety state, below which it is not 
allowed to go). Both estimates imply certain ranges of 
deviation from the specified target or, respectively, 
the minimal allowable level, within which the process 
safety state evaluated with an integrated index is deemed 
to be acceptable.

The advantage of qualitative estimation consists in the 
simplicity of application and use of a lesser amount of 
information, simplicity of perception and interpretation by 
the DM. Global experience shows that the application of 
qualitative methods of estimation often produces a higher 
number of safety recommendations than the quantitative 
method. Such methods have a number of characteristic 
features. Normally, qualitative indicators are expressed in 
points or ranks that are numbers, but such numbers cannot 
be subject to basic mathematical operations, they do not 
comply with general mathematical rules, i.e. if one of the 
indicators is assigned the rank of “1”, while another is as-
signed the rank of “2”, that does not mean that the former 
evaluates the hazard twice lower than the latter. In order to 
obtain an aggregate qualitative estimate of safety, logical 
rules and procedures are normally used. 

2. On the assessment scale
For the purpose of indicator estimation, adequate numeri-

cal or ordinal scales must be developed. Indicator scoring, 
for instance, can be done using the nonlinear, nonuniform 
scale that has shown its efficiency as part of a number of 
practical tasks [11-13]. 

It is constructed on the basis of the knowledge of the range 
of values received by the indicators, i.e. the knowledge of 
the minimum xmin and maximum xmax estimates. It is adopted 
that the value 1 equals to xmin, while the value 9 equals to 
xmax, respectively (Fig. 1). 

The average estimate 5 is to correspond with such value 
of indicator x5 that meets the condition: relation xmax/x5 is 
equal to x5/xmin. Having solved equation (xmax/x5) = (x5/xmin) 
we deduce that x5 is equal to the geometric mean of xmin, 
xmax. Value x3 is defined similarly as ; 
; , respectively. Then, x2 is the average com-
pound ; ; ;  and 

 are average values that correspond 
to 1, 2, 3, ..., 9 points.
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Fig. 1. Nonlinear, nonuniform scale of indicator estimation

The limit separating the values that correspond to one and 
two points is calculated as . Then, the limits between 
two and three points are defined as , etc. Finally, the 
limits between the eight-point and nine-point estimates are 
calculated as . If there is no available information on 
an indicator, when transforming into point-based estimate, 
it is assigned the value of 5. The maximum and minimum 
values of features, relative to which the scale is calculated, 
are selected out of all data on the ranked objects of a certain 
object of evaluation.

For a random set of objects {Oj} with dimension xj, 
designating A the minimal out of all values xj, and В the 
maximum value of all xj, we have that in order to build a 
scale with K steps it is required to calculate K–1 values (i=1, 

..., K–1). For instance, for K=9:  
and, respectively: 

; ; ; 

; ; ;

; ;

Next, all  will be estimated as 1 point, all 
 will be rated i points and, 

finally, all  will be rated (Fig. 2) , maximum of 
K points.

Fig. 2. Table for conversion of actual object description param-
eter values into points

3. On the whole (minimally allowable) 
level

The target or, respectively, minimum safety status can be 
defined in two ways:

- statistically (based on the processing of a priori informa-
tion on the changes of an indicator value that evaluates the 
safety status over a period of at least 5 years);

- expertly (based on consolidated opinions of safety ex-
perts on the allowable values of the appropriate indicators).

For instance, according to 116-FZ, industrial safety is 
the state of protection of the vital interests of individuals 
and the society against accidents in hazardous industrial 
facilities and their consequences. Considering “accidents 
in hazardous industrial facilities and their consequences” 
as the result of realization of the threats to “vital interests 
of individuals and the society”, the concept of “safety” – 
regardless of the application field – can be considered as the 
acknowledged by individuals and the society allowable 
level of hazard to their vital interests. That concept was 
defined in GOST R ISO 31000-2010 Risk management. 
Principles and guidelines as “risk”: risk is the effect of 
uncertainty on the objectives.

If the objective of safety consists in achieving a subjective 
feeling of safety from hazards associated with any industrial 
activity that is sufficient to individuals and the society, then 
the measures aimed at achieving such objective are to reduce 
the effect (possible damage, losses) and uncertainty (of in-
formation, place, time) of an acknowledged hazard on safety. 

Acknowledging the allowable level of hazard involves 
using the risk assessment procedure that is essentially the 
only possible way of researching those aspects of safety 
that cannot be answered by statistics, e.g. low-probability 
accidents with significant potential consequences, so-called 
Black Swan events (a term referring to events subjectively 
evaluated as impossible and, as consequence, not consid-
ered), etc. The irreplaceability of the approach based on the 
assessment of the risk associated with the existing options 
for the development of safety management systems is due 
to the fast-changing nature of the respective process, and 
therefore the corresponding data that describe the states of 
the system and its environment, that leads to a situation when 
models based on large amounts of statistical information 
soon become obsolete and do not reflect the reality. Given 
the above, the migration from point-wise assessment of 
the state of safety management system to interval integral 
estimates is inevitable.

4. On the integrated index

As an integral estimate of process safety, it is suggested 
using comprehensive target metric that is a convolution 
(weighted sum) of local safety indicators of the form [14]:

  (1)

where  and  are the weight numbers obtained 
using certain additional assumptions on the operation of the 
model ; such numbers depend on the achieved particular 
indicators ; D is the allowable set of estimates. 

The matter of selection of the type of convolution requires 
additional research. The initial premise of the convolution-
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based methods is that each individual alternative can be 
evaluated numerically. However, as each alternative depends 
on many variables, the problem of finding the best alternative 
becomes complicated, because points in a multidimensional 
space cannot be ordered naturally. 

Hypothetically, we can imagine a case when one of the 
alternatives has the highest values of all compared criteria 
and, subsequently, is the best. However, in practice, such 
cases almost never occur. One of the most common and 
simple methods of comparing multicriteria alternatives 
consists in reducing a multicriteria problem to a unicriterial 
problem, i.e. replacing a vector argument function with a 
scalar function.

In specialized literature, this operation was named convo-
lution calculation (construction of supercriterion, integrated 
indicator) that is the numerical measure that allows compar-
ing it with the measures of the alternatives. 

The following methods are currently the most com-
monly used: 

- weighted summation; 
- additive convolution; 
- multiplicative convolution. 
Weighted summation is based on the calculation of the 

mathematical average. A set of coefficients is to meet the 
normalization requirement, non-compliance with which 
makes the scales of individual criteria and, subsequently, 
the final estimates of the alternatives, incomparable. The 
only advantage of the weighted summation is the computa-
tional efficiency, while the shortcomings come down to the 
following: the computational result is the absolute values 
of criteria, which does not allow comparing heterogeneous 
criteria (e.g. cost, distance, weight); criteria values are not 
adjusted to the [0; 1] range of the absolute scale, which 
allows using only the properties of the “weaker” interval 
scale; the average, as an estimate of an alternative, does not 
contain the criterion’s share of its maximum value, which 
does not allow comparing estimates obtained in different 
scales. The introduction of utility has an axiomatic sub-
stantiation in the form of the R. Keeney theorem, according 
to which the unicriterial utility may be either additive, or 
multiplicative [15]. 

Additive convolution. The characteristic property of the 
additive convolution is that it gives maximum estimates 
to those alternatives that have higher numbers of criteria 
whose values are close to maximum (given equal average 
values for all alternatives). If the direction of optimization 
changes, the priorities are reversed. The use of additive 
convolution instead of weighted summation has the follow-
ing advantages: the convolution transforms absolute values 
into relative ones, which allows comparing heterogeneous 
qualities; the convolution reduces the criteria values to the 
range of [0; 1] of the absolute scale, which enables all per-
mitted algebraic operations; specifying the criterion’s share 
of its maximum value allows comparing estimates obtained 
in different scales. 

Multiplicative convolution. The characteristic property of 
the multiplicative convolution is that it favours those alterna-

tives that have a more even distribution on the absolute scale 
of criteria given equal average values for all alternatives. 
The advantages of the multiplicative convolution are similar 
to those of the additive convolution.

5. On the partial indices

The structure of indicators depends on the controlled 
object and regular availability of data on the values that 
describe the object and its environment in its features and 
characteristics. An example of such structure is the con-
ventional structure of particular indicators of the process 
safety procedure of subsidiary operating companies and 
organizations (Fig. 3). 

5.1. Indicator of the quality of process safety of sub-
sidiary operating companies and organizations (FPS)

The generalized estimate of the state of process safety 
characterizes the overall level of the company’s process 
safety accounting for the number, frequency, eliminability 
and severity of the inconsistencies. 

5.2. Indicator of the safety of subsidiary operating 
companies and organizations personnel (FОТ)

5.2.1. The LTIF indicator, the lost time injury fre-
quency, i.e. the specific losses in manpower, cases of loss 
of productivity (including fatalities, as well as temporary 
and permanent incapacitation (disability) per 1 mil ppl/h 
of work. This number of cases of lost time incidents (LTI) 
taken relative to the total work hours in a business unit or 
company (WH) over a certain period of time (normally, a 
year) and normalized to 1 mil ppl/h. It characterizes the total 
work hours lost as the result of injuries.

5.2.2. The TRCF indicator, total recordable case fre-
quency, i.e. the number of all recorded cases (TRC) taken 
relative to the total work hours (WH) and normalized to 
1 mil ppl/h. It reflects the workplace injury situation in a 
timely and comprehensive manner.

5.3. Indicator of subsidiary operating companies and 
organizations stability (Fs)

5.3.1. Process safety indicator (Saf)
5.3.1.1. Number of accidents in the facility over five 

years.
5.3.1.2. Number of 1-st group incidents in the facility 

over five years.
5.3.1.3. Number of 2-nd group incidents in the facility 

over five years.
5.3.1.4. Integrity indicator (integral score of operabil-

ity) calculated using the methods currently adopted in the 
industry. The indicator is calculated based on the logical 
and probabilistic evaluation of an object’s probability of 
no-failure, significance of its engineering elements in term 
of their failure’s effect on the operability, total technology-
related risk of possible accidents.

5.3.2. Unplanned losses indicator (insurance) LACE, 
loss of average capital employed, a dimensionless parameter 
(measured in %) defined as the ratio of the size of unplanned 
losses with allowance for insurance to the average capital 
employed [16]:
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,

where UPL is the unplanned losses (including the total 
money equivalent of material losses, human resource 
and financial losses, including compensation for losses 
from business interruption, compensation of damage to 
legal entities and property of citizens, compensations 
for environmental damage) that, through lower-level 
indicators is associated with industrial risk indicators: 
individual risk; social risk; economic risk; M is the 
indicator of unplanned losses insurance; ACE is the 
average capital employed.

As the “basis” of LACE calculation, the average em-
ployed capital is to be used (similarly to the definition of the 
first-level target indicator), the return on capital employed. 

In the Russian practice, operating costs are normally used 
as the “basis”.

5.4. Indicator of the maturity of the process safety 
management system of subsidiary operating companies 
and organizations’ facilities evaluated based on a metric 
opposite of the risk of insufficient supervision (FRIM)

The risk of insufficient supervision is a composite indica-
tor that characterizes the hazard of a supervisory authority 
missing an object (business unit), that may potentially be 
affected by nonconformances and accidents. The risk of 
insufficient supervision defines the rank (place) of a sub-
sidiary’s business unit in the listing of supervised objects. 
The risk of insufficient supervision is calculated for various 
businesses (natural resources producers, gas transmission 
providers, processing companies, underground gas storage 
facilities, etc.) according to the same procedure [17].

Figure 3. Structure of particular indicators of the process safety procedure of subsidiary operating companies 
and organizations (tentative example)
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The management system maturity indicator is defined as 
the value opposite of the weighted sum of the four indicators 
of risk of insufficient supervision (rated in points):

where λi is the weight indicator of the respective scale in 
units of the correction scale that are defined expertly;

supervision object criticality indicator (F1) evaluates 
the specificity of the ranked subsidiary’s business unit in 
terms of the aims of supervision (this indicator is used in 
calculations and is closely associated with the incident rate 
and inefficient gas utilization). It is calculated through the 
convolution of standardized description features of a busi-
ness unit of the ranked type with appropriate weights;

indicator of unconditional “vulnerability” of the su-
pervised object (F2) evaluates the risk of imposition of 
sanctions by public supervisory bodies and the risk of 
undesirable consequences as the result of failure to elimi-
nate the violations identified by corporate supervision. It 
is calculated through the convolution of standardized 
description features of a business unit of the ranked type 
with appropriate weights; 

the indicator (coefficient) of the “effect” of the supervised 
object (F3) for gas transmission (distribution) facilities is 
calculated using a flow-oriented model and statistical data 
on the structure of gas consumption in Russia’s regions and 
characterizes the importance of performance by the object 
of a unit of commodity transport operation. For objects that 
are not gas transmission (distribution) facilities the value of 
this indicator is adopted as national-average;

the indicator (coefficient) of the “quality of the envi-
ronment”, in which the supervised object operates (F4), 
a dimensionless value that is calculated based on fitted 

statistical data on the characteristics of subsidiaries in 
relation to their spatial location; for each territory, on ac-
count of geographical factors, specificity of the operating 
structure, sociocultural, ethnic, corruption-related and 
other differences, unique calculation models must be de-
veloped that would largely rely on subjective estimates by 
experts familiar with such specificity (the primary source of 
information for the calculation of the environment “qual-
ity” indicator of a ranked object is the Regiony Rossii. 
Sotsialno-ekonomicheskie pokazateli (Regions of Russia. 
Socioeconomic indicators) yearbook.

The weights of indicators shown in Fig. 3 as an example 
can be obtained by means of expert evaluation (e.g., Saaty’s 
pairwise comparison). Detailed descriptions of the method 
can be found in literature [18]. 

6. On the methods of qualitative 
estimation

In order to obtain a qualitative estimate “better than”, it 
is suggested using I. Russman’s method [19-21] (estimation 
of the difficulty in achieving the target indicator value), 
while in order to obtain a qualitative estimate “not worse 
than”, it is suggested to use Shewhart charts [22-24] (es-
timation of random and special causes of indicator value 
variation). 

6.1. Estimation of the difficulty in 
achieving the target indicator value

The method is applicable if there is a specified (re-
quired) value of the integrated indicator, whose quantita-
tive expression is the value in point С (Fig. 4). Informa-
tion is available that allows evaluating the minimum and 

Fig. 4. Russman’s basic calculation formulas
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maximum rate of change of the indicator over the previous 
observation periods. 

If, over time, the integrated indicator falls within the 
dashed area (Fig. 4), achieving the target within the specified 
time will become impossible, therefore this area becomes 
forbidden and proximity to it should be considered as po-
tential mission failure and, consequently, unsatisfactory 
assessment of the process safety. 

For the purpose of qualitative estimation of process safety 
of subsidiary operating companies and organizations, let us 
define the difficulty in achieving the specified target indica-
tor values as the hazard of non-achievement of the specified 
target value of the integrated safety indicator. The difficulty 
consists in the variable value that is a function relative to the 
current position of the indicator: it grows as the indicator 
value approaches certain allowable limits, upon crossing 
which achieving the target value is practically impossible.

Under the adopted assumption the difficulty qualitatively 
characterizes the probability of non-achievement of the 
target. Graphically, this probability is taken as the ratio 
between the length of the segment of possible velocities to 
the length of the segment of allowable velocities (maintain-
ing which the target indicator value can be achieved within 
the given time).

The “better than” estimation criteria of process safety 
of subsidiary operating companies and organizations impose 
limitations on the rate of change of the integrated indicator, 
namely:

Criterion 1. The rate of change of the integrated indica-
tor of process safety of subsidiary operating companies and 
organizations cannot be lower than the minimum rate over 
the whole preceding measurement interval.

Criterion 2. The rate of change of the integrated indica-
tor of process safety of subsidiary operating companies and 
organizations cannot be negative.

In case those two conditions (criteria) are met, the state 
of process safety of subsidiary operating companies and 
organizations is recognized as satisfactory, as under any cur-
rent indicator value there remains a nonzero probability of 
the specified target value being reached. The method allows 
ranking subsidiary operating companies and organizations 
depending on the quantitative estimation of the integrated 
indicator.

Let us illustrate the practical application of Russman’s 
method using the example of conventional integrated in-
dicator dynamics analysis. The value of indicator Ψk over 
the current year, when the estimation is performed, and the 
preceding year are shown in Table 1. 

The rate of change of the indicator value is calculated 

according to formula , whereby  and 

. Respectively, the rate vector inclination an-
gles to the speed to the axis of X are equal to 61.60 and 330. 
Let the value 0.96 be defined as the target value of indicator 

Table 1. 

No.
Performance target values

Rate of change of performance target

1 0.950 0.940 1.0106

2 0.954 0.960 0.9938

3 0.950 0.910 1.0440

4 0.960 0.850 1.1294

5 0.980 0.982 0.9980

6 0.965 0.980 0.9847

7 0.982 0.930 1.0559

8 0.940 0.840 1.1190

9 0.968 0.974 0.9938

10 0.985 0.940 1.0479

11 0.991 0.990 1.0010

12 0.650 0.999 0.6507

13 0.999 0.890 1.1225

14 0.920 0.840 1.0952

15 0.925 0.500 1.8500
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Ψk after t+2 years from the starting moment of evaluation. 
The current average value Ψk is equal to 0.941. Let us now 
assume that a year later, in the year t+1, one of the companies 
obtained the value of integrated indicator Ψk equal to 0.946. 
The situation is illustrated in Fig. 5. 

Fig. 5. Example of calculation. Critical system state

For this situation, in accordance with Russman’s method, 
we have:

and, consequently,

The value  show that if the indicator’s rate of 
change remains the same, in a year the target value will not 
be able to be achieved. It can be seen (Fig. 5) that point M 
that denotes the current position of the indicator was ap-
proaching the hazardous limits AD1C, beyond which there 
was a high probability of loss of control and non-fulfillment 
of mission. The current situation requires attention and 
corrective measures. For comparison, let us examine the 
integrated indicator estimate for another company that the 
same year t+2 achieved a higher estimate (Fig. 6).

For this situation, respectively:

The value Rt+1=0.2159 under this scenario (again, it is as-
sumed that the indicator’s rate of change remained the same) 
shows that if the parameter’s rate of change remains as before, 
in a year the target value will well be able to be achieved. The 
risk is not high, the point that characterizes the location of the 
indicator is practically on the optimal trajectory.

Fig. 6. Example of calculation. Controllable system state

Both values of the integrated indicator meet the above 
criteria and in both subsidiary operating companies the state 
of process safety is satisfactory. However, compared to the 
target value of the safety indicator, the second company 
shows qualitatively better results.

6.2. Estimation of random and 
special causes of indicator variations

A control chart is a graphical tool for decision making 
regarding the stability or predictability of any process, which 
defines the methods of managing such processes. 

The control chart theory distinguishes two types of 
variability. The first type is random variability caused by 
“common” or “random” causes. It is due to a wide range 
of permanent causes, whose identification at the moment is 
complicated or economically unviable, and among which 
none is dominant. However, as a whole, the sum of all such 
causes creates something that can be considered systemic 
variability of a process. Preventing or reducing the effect of 
common causes requires managerial decisions aimed primar-
ily at modifying the system. The second type of variability 
consists in the effect of such causes that are not inherent to 
the process, do not belong to the system and can be identified 
and eliminated, at least in theory. Such causes of variability 
are conventionally called “special”. Those include insuf-
ficient material homogeneity, tool breakdown, personnel 
error, non-performance of procedures, etc. 

As long as a process is affected by special causes of vari-
ability, it, according to the definition suggested by Shewhart, 
is unstable, or uncontrollable.
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Therefore, the purpose of control charts is to identify 
whether a process is stable. If not, the main task is to sta-
bilize the process, which requires finding the root causes 
of intervention in the system and eliminate them. If the 
process involves only common causes of variability, it is in 
the statistically controllable state.

One must bear in mind that the boundaries of Shewhart’s 
control charts are calculated based on data on the process 
itself, are not associated with tolerances and are not lines 
of certain probabilities. Constructing a Shewhart’s control 
chart requires data obtained from the process with certain 
time intervals using samples (data subsets). Time intervals 
may be defined by either time, or be associated with the 
moment a certain number of supervised items has been 
checked. Normally, each sample consists of same-type su-
pervised items with the same supervised quality indicators. 
All samples (subsets) in most cases have the same size. For 
each sample (subset) one or more statistical characteristics 
are defined, such as the total number of inconsistencies, 
share of inconsistent products, arithmetic mean value, range 
of sample, etc. 

A Shewhart’s control chart has a center line (CL), 
Fig. 7, 8. 

For the purpose of studying the process and estimating 
whether the process is statistically controllable, the center 
line is the arithmetic mean value of the examined data. For 
the purpose of process management, the center line is the 
target value of the quality characteristic of products de-
fined in the specifications. A Shewhart’s control chart also 
has two statistically defined control limits that are usually 

symmetrical in relation to the center line and are the upper 
control limit (UCL) and lower control limit (LCL). Control 
limits are 3σ above and below the center line (± 3σ), where 
σ is the standard deviation of random variations of the used 
statistical characteristic (statistic) in the entire assembly. 
The variability within samples (subsets) is the measure of 
such random variations and does not include the value of 
between-groups variance. 

The center line and the regulation boundaries reflect the 
laws of variation of the supervised characteristic under nor-
mal process realization, i.e. in the absence of special causes. 
The ordinate of the center line corresponds to the statistical 
estimate of the position, and the control limits correspond 
to the highest and the lowest limits of the intrinsic vari-
ability interval. In terms of the quantitative indicator, charts 
reflect the variability of quality both in terms of dispersion 
and position. 

Therefore, in terms of the quantitative indicator, control 
charts should be analyzed in pairs, one chart for dispersion 
and one for position. The pair of the chart Х and mR is the 
most commonly used (Fig. 7, 8). X is the average value of a 
small subset (measure of position), mR is the range of values 
within each subset (measure of dispersion).

An example of indicators of special causes appearing in 
a chart (points that require a closer attention and additional 
research in order to identify the causes of such deviations):

- points above the UCL or below the LCL;
- a long series of points (7 and more) above or below the CL;
- ascending or descending long series of points (trend);
- other manifestations of “non-randomness”:

Fig. 7. Chart of outliers of the conventional integrated index of process safety of subsidiary operating companies and organizations

Fig. 8. Chart of value ranges of the conventional integrated index of process safety of subsidiary operating companies and organizations
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a) significantly more than 2/3 of points are situated within 
the middle third of the area between the UCL and the LCL 
(concentrated around the CL);

b) significantly less than 2/3 of the points are situated 
around the CL;

c) obvious trends within short series;
d) repeating differences in the results within individual 

samples (e.g., the first is always higher than the rest).
For the purpose of defining control limits, Shewhart chose 

the number 3 for other (not normal) types of distribution as 
well. That was done in order to keep from considering and 
calculating exact probabilities, as for other distributions 
under number 3 such probabilities are close to one as well. 
Therefore, for the range and reject charts, limits with the 
distance of ±3σ are also used instead of exact probabilistic 
limits, which simplifies the understanding and interpreta-
tion of such control charts. In this context, the calculation 
of control limits is “approximate”, qualitative in its nature.

The “not worse than” estimation criterion of process 
safety of subsidiary operating companies and organizations 
imposes limitations on the variations (deviations) of the 
integrated indicator from the average value:

Criterion. Deviations from the average value of the 
integrated indicator are not to exceed three standard devia-
tions (± 3σ).

The probability of control limits violation is very low 
(0.3%). Therefore, the emergence of a point outside the 
control limits (onset of a rare event) should be considered 
as the effect of non-random (special) causes on the process. 

The use of control charts involves two types of possible 
errors: the errors of the first and second kind. 

An error of the first kind occurs when the process is a 
statistically controllable (stable) state, and the point crosses 
the control limits accidentally. As the result, an incorrect 
decision is taken implying that the process has gone beyond 
the stable, i.e. statistically controllable state, and an attempt 
is made to find and eliminate the cause of a non-existent 
problem. The probability of such error is 0.3%, or three 
cases per thousand (0.003). In case an error of the first kind 
occurs, no special cause of stability disruption will be found, 
as the process is in fact in a statistically controllable state. 
The fact of the point going beyond a control limit in such 
case shows the onset of a rare random event. 

An error of the second kind occurs when the examined 
process goes beyond the statistically controllable state, but 
all points of the control chart are within the control limits.

7. On the construction 
of supercriterion

In case the two above approaches are employed simul-
taneously, the state of safety may yield varying estimates. 

It becomes necessary to develop an integrated supercrite-
rion F  for the purpose of selecting 
the optimal estimate over the allowable set. As it was 

shown above, the most usable integrated criteria are 
formulas (1) (see [14]).

If we introduce designation  into (1), the first of 
the above estimates becomes the sum of the values of local 
criteria, and if we substitute , the second integral 
estimate becomes the product of the local criteria taken as 
dimensionless value-based numbers. In both cases integrated 
criterion F can be constructed through repetitive use of a 
binary associative and communicative operation and is an 
integer analytical function of local criteria . As 
it was shown by Russman, the class of such operations is suf-
ficiently narrow and there are only three (accurate to constant 
parameters) binary operations that meet the condition of com-
mutativity, associativity and integral analyticity. They are 
defined by the following three functions: a) с; b) ; 

с) .

He also showed (see [14]) that the third of the estimates 
provided by the theorem (under certain values of the coef-
ficients that are part of it) is to be used for the purpose of 
obtaining the integrated criterion of quality, provided there 
is interaction between subsystems and criterial limitations 

 of the ranges of variation of local estimates. 
Convolution of difficulties for k criteria 

Russman notes that other types of convolution can be used 
that meet the conditions of commutativity, associativity, but 
are not integral analytical functions. He cites the example 
of the convolution of type  that is exactly 
like that. Such convolutions are often used when the qual-
ity of the whole system is defined by the performance of its 
weakest subsystem.

Conclusion

As the final observation, let us note that the main conclu-
sion of the above arguments and reasonings consists in the 
obvious idea: you should not try to operate with specific 
security events only. All such events are characterized by 
a set of properties and contributing factors with associated 
characteristics. One should try to identify each property and 
each characteristic of such property, which would later allow 
defining proactive and reactive control actions in response to 
changes in such characteristics and properties. Thus, having 
worked out a property of a situation or an event, we work 
out a property of a risk, and it is of no significance in which 
specific risk this property will manifests itself. Combinations 
of risk properties can be extremely numerous; therefore, it 
is very difficult to predict specific situations. That causes 
the requirement for a proactive decision support system 
that ensures qualitative DM support short before a critical 
event. Along with that, it is completely unimportant what 
cataclysm triggers such critical event. What matters is that it 
will be feasible to clearly identify what level of a property’s 
characteristic is critical for a company (project, facility) and 
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what the company (project manager, operator) should do in 
order to put off this critical level.

The probability is not to be subject to subjective assess-
ment. At the exact moment when subjective probability 
estimates come into use, an objective concept of an impos-
sible event (like Nasim Taleb’s Black Swan) is substituted 
with a subjective one. In the subjective understanding, a 
Black Swan can be any unusual or even ordinary event. It 
is important to draw a clear line. 

The application of the most efficient security management 
methods is inseparable from an active use of the external and 
internal information space, whose state is defined by a spe-
cial type of resource allocation, the information resources.

The concept of a control systems’ information resources 
provision comprises a set of methods and procedures of 
information process management within production systems 
that allow selecting and using a required IT solution for 
the purpose of acquiring information on the manufacturing 
situation.

Consequently, the following management problems are 
identified:

- problem of objective definition, i.e. the required state 
or behaviour of the system;

- problem of stabilization, i.e. maintaining the system in 
the current state in the presence of disturbing effects;

- problem of task performance, i.e. taking the system into 
the required state, when the values of the controlled variables 
vary according to known deterministic laws;

- problem of supervision, i.e. ensuring the required sys-
tem behaviour, when the laws of variation of the controlled 
variables are unknown or not constant;

- problem of optimization, i.e. retention or bringing the 
system into a state with extreme characteristic values under 
the given conditions and limitations.

One might say that security should be researched using 
the methods common to cybernetics that use the informa-
tion approach to the research of managerial processes that 
involves identifying and examining, within the test objects, 
various types of information flows, methods of their pro-
cessing, analysis, transformation, transmission procedures, 
etc. Under this approach, management is very broadly un-
derstood as the process of conditioning of a goal-oriented 
system behaviour through controlling information action by 
a person or a device.
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Abstract. Aim. Obtaining initial data regarding the attitude of the Saint Petersburg residents 
to the emergence of unmanned vehicles in public transportation, identifying possible barriers 
and advantages, people’s readiness to start using innovative vehicles. Methods. The research 
uses the methods of statistical analysis, polling, mathematical analysis. The paper presents 
the method of the research and makes hypotheses that it is to confirm or refute. Results. 
The paper highlights the correlation between the attitude of the surveyed to unmanned pas-
senger transportation and how often they use public transportation. The authors identify the 
advantages and disadvantages of deployment of urban unmanned transportation based on the 
poll results. Conclusion. The paper highlights the city residents’ attitude to the introduction of 
unmanned transportation. The results of a survey of Saint Petersburg residents aimed at re-
vealing their fears and readiness to use unmanned urban public transportation. Those surveyed 
prefer not to be the first who try the innovative transport, and intend to wait for the practical 
experience and other people’s opinion. Most importantly, people are worried about faults in the 
system and in its communication both with passengers and other road users. Legal issues and 
software vulnerability to potential cyberattacks are mentioned as well. In terms of advantages 
the surveyed noted that the presence of unmanned vehicles will improve the observance of 
traffic regulations, reduce congestion and the risk of traffic accidents.
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Introduction

Today, unlike a few years ago, unmanned vehicles do not 
seem to be a thing of fantasy. In many countries around the 
world, including Russia, unmanned vehicles are undergoing 
tests [1, 2, 3]. For instance, on November 26, 2018 the Rus-
sian Prime Minister Dmitry Medvedev signed the resolution 
on unmanned vehicle testing on public roads. According to 
the document, the experiment will be held from December 
1, 2018 through March 1, 2022 in Moscow and the Republic 
of Tatarstan [4]. 

According to the Concept of development of the passen-
ger transportation system in Saint Petersburg [5], on a week 
day in Saint Petersburg 6830 ths rides (100%) are made, 
out of which 4980 ths (73%) using public transportation 
and 1850 ths (27%) using automobiles. Thus, despite the 
growing vehicle-to-population ratio, public transportation 
caters for 73% of the demand for passenger transportation, 
remaining the key element of Saint Petersburg’s transpor-
tation system. 

According to the World Health Organization (WHO) [6], 
over 3 ths persons are killed and 100 ths are seriously injured 
in traffic every year worldwide. 

The Russian traffic accident statistics [7] show that 2019 
proved to be a better year for motorists than the previous 
one. Thus, in 2018, 168099 accidents were registered. In 
2019, this figure dropped by 2.2% to 164358.

The General Administration for Traffic Safety statis-
tics [7] show that over 80% of traffic accidents in Russia 
were caused by drivers.

In Saint Petersburg 5529 accidents happened that were 
caused by traffic violations [7], in other words, due to the 
human factor.

The relevance of the research consists in the fact that 
the use of unmanned transportation will allow reducing the 
number of traffic accidents caused by the human factor. 
However, due to various concerns and fears, not all city 
residents are prepared to see unmanned public passenger 
transportation (UPPT) in the streets. As there is no prior 
research providing insight into the attitude of the people of 
Saint Petersburg to unmanned transportation as an alterna-
tive to conventional buses, trolleybuses and streetcars, it 
was decided to conduct an online poll in order to identify 
and analyze the existing hindrances to the transition to 
unmanned transportation. 

The key aim of the poll was to obtain initial data regard-
ing the attitude of the Saint Petersburg residents to the 
emergence of unmanned vehicles in public transportation, 
identify possible barriers and advantages, people’s readiness 
to start using innovative vehicles.

The big city was the object of research. The topic of 
research was the attitude of the Saint Petersburg residents 
to the introduction of UPPT. 

Before the beginning of the polling process, the following 
hypotheses were made: 

1) males are more prepared to the deployment of UPPT 
than females;

2) people aged under 30 are better disposed to the applica-
tion of innovative technology than respondents from other 
age groups, as well as better informed on the developments 
in unmanned transportation; 

3) the primary problems associated with the appli-
cation of unmanned transportation would be people’s 
distrust of the safety of unmanned transportation, the 
system itself and possible faults, electronic systems 
failure; inability of the technology to correctly react to 
traffic incidents;

4) it is assumed that among the advantages of the intro-
duction of UPPT the respondents would, above all, note 
the potential improvement of road safety, reduction of the 
number of traffic accidents, observance of traffic regulations 
by the road users. 

Method of research
The following method is proposed for the research:
1. Target audience definition.
2. Sample definition.
3. Surveying with the use of a predefined questionnaire 

with open and closed questions.
4. Processing of the results and conclusions. 
1. Target audience definition.
The target audience of the survey was residents of 

Saint Petersburg [8] aged 18 or older with no other 
limitations. The entire assembly is 4460446 persons, 
the total number of Saint Petersburg residents aged 18 
or older as of 2019.

2. Sample definition.
It was required to poll 384 residents of Saint Petersburg in 

order to obtain specific results. The required sample size was 
calculated under the assumption of confidence probability 
of 95% and confidence range (error) of 5%. 

Remote polling was conducted in January and February 
2020.

3. The research. 
The polling questionnaire consisted of three blocks: title, 

general and main.
The title block introduced the respondents to UPPT, 

indicated the goals of the research, outlooks of the results 
application, as well as informed that the polling was anony-
mous and the results were confidential.

The general block was intended for obtaining general 
information on the respondents. It contained questions re-
garding the respondents’ gender (male or female), age group 
with three possible options: up to 30, from 31 to 59, 60 and 
older, frequency of use of public transportation and aware-
ness of the developments in UPPT.

The main block included a number of rating questions 
aimed at identifying the public opinion on the subject 
matter of the research. In this block, the respondents were 
expected to evaluate their agreement with statements that 
reflect the presumed difficulties that the deployment of 
UPPT may cause. The agreement or disagreement was 
to be expressed on a Likert scale [9] of 5 items, where 
the leftmost, “Strongly disagree”, corresponded to the 
numerical value 1, while the rightmost, “Strongly agree”, 
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corresponded to the numerical value 5. Besides the Likert 
scale this block included open questions intended for the 
collection of information on people’s concerns regard-
ing the introduction of innovative public transportation 
and what advantages they expect. Along with questions 
about the expected barriers, the research participants 
were asked about their general disposition towards the 
introduction of UPPT, also using a Likert scale of 5 items, 
where 1 indicated “Strongly negative”, while 5 indicated 
“Strongly positive”. 

4. Processing of the results and conclusions.
The poll produced 472 responses. Upon filtration, re-

moval of incomplete and redundant information, 411 valid 
responses of unique people were collected, 197 (47.93%) 
males and 214 (52.07%) females. 

Based on the resulting data, a “portrait” of an average 
respondent was drawn.

Out of those surveyed 126 persons practically never 
use public transportation on a daily basis. 75 people use 
public transportation 2 or 3 times a week, while 102 
persons use public transportation 4 or 5 days a week. 108 
respondents use public transportation every day. That is 
shown in Fig. 1.

Fig. 1. Frequency of the respondents’ rides in public 
 transportation

The responses to the question regarding the awareness 
of unmanned public transportation are shown in Figure 2.

Fig. 2. The respondents’ awareness of unmanned vehicles

As can be seen from Figure 2, only 12% of the respond-
ents did not know about the developments in unmanned 
transportation. Out of the 51 persons who never heard of 
the developments in unmanned public transportation 63% 
(32 people) are 60 years of age or older. This correlation is 
shown in Fig. 3. 

As can be seen from Fig. 3, people aged under 30 are 
best informed of innovative developments (214 people), 
while people 60 years of age or older are less aware of those. 
Their number was only 10. 136 people aged 31 to 59 are 
aware of the developments and only 8 persons are not. 11 

people aged under 30 stated that they were also not aware 
of unmanned vehicles. 

As the results, for each question of the main block 
with a Likert scale, the average value was calculated 
both for the total number of those surveyed, and for each 
individual group. The obtained values can be considered 
as the rating of the attitude of a certain group of city 
residents to UPPT.

The results of the research allow concluding that the 
respondents are generally well disposed towards unmanned 
vehicles. Thus, the average score for all those surveyed is 
3.95 points.

Surveyed females have a more positive attitude to un-
manned transportation. Their average estimate is 3.58 points. 
Males are more skeptical about innovations and their aver-
age estimate is 3.47. This gender-based distribution of the 
attitude to innovations is shown in Fig. 4. 

Fig. 4. Correlation between the attitude to unmanned vehicles 
and gender

It can be assumed that males are more skeptical about 
unmanned transportation because driving is their hobby. 
Besides, careless driving is often the case. The introduc-
tion of unmanned vehicles implies, strict observance of 
traffic regulations, as an artificial system is not yet trained 

Fig. 3. Correlation of people’s awareness of the developments in 
unmanned transportation and age

Fig. 5. Correlation between the attitude to the deployment of un-
manned vehicles and age
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to react to unexpected traffic situations, including a human-
controlled vehicle suddenly changing lanes may confuse an 
autonomous vehicle. 

Out of the received responses it can be concluded 
that the older the respondents are, the more skeptical 
they are about the idea of deploying UPPT in Saint 
Petersburg. The obtained rating of age groups’ attitude 
to the potential deployment of unmanned vehicles is 
shown in Fig. 5.

Young people from the first age group are more open to 
innovations that respondents from the third group. They are 
more open to new technology, in particular in transportation. 
Practice showed that people aged under 30 more actively 
use modern alternative means of transportation (e.g. mono-
wheels, electric scooters, etc.) to get around the city.

Fig. 6 shows the correlation between the attitude to the 
replacement of conventional with unmanned transportation 
and the frequency of rides.

Fig. 6. Correlation between the attitude to the replacement of 
conventional with unmanned transportation and the frequency 

of rides

The average estimate made by people who use public 
transportation almost every day is 3.47 points. The numbers 
of people who often use public transportation (4 or 5 days a 
week) and those who never use it proved to be equal (3.53). 
That implies that the respondents who have a personal ve-
hicle or do not use public transportation for other reasons 
have an equally good opinion regarding UPPT as those who 
frequently use public transportation. 

As the survey showed (Fig. 6), people’s attitude to the re-
placement of conventional public transportation with UPPT 

practically does not depend on the frequency of use. The 
ratings in this section are close to the average value of 3.5.

A significant difference in the ratings was obtained in 
groups formed on the basis of the awareness of the devel-
opments in unmanned transportation, which can be seen 
in Fig. 7.

Fig. 7. Correlation between the attitude to unmanned vehicles 
and the awareness

The survey showed that most respondents are aware of 
the current developments in unmanned transportation. That 
should not be a surprise, as Saint Petersburg often hosts 
exhibitions, forums and conferences dedicated to unmanned 
transportation. 

Among people’s main worries due to the deployment of 
unmanned vehicles we can identify: 

– initial surprise of drivers and pedestrians at the emer-
gence of unmanned transportation. For instance, people 
might start taking videos on their smartphones and get 
distracted from the road and driving;

– video cameras and lidars collecting mud from the 
vehicles ahead;

– loss of communication with the dispatcher in an emer-
gency situation (a passenger feeling sick, vehicle malfunc-
tion, short circuit);

– excessive vigilance by the unmanned vehicle in night-
time, in fog, bad weather;

– possible software faults;
– the infrastructure not being prepared for the deploy-

ment of UPPT. 

Fig. 8. Level of agreement with the identified obstacles



51

A study of the society’s attitude to the introduction of unmanned passenger transportation

Among the advantages, the respondents noted the traffic 
safety, reduction of the number of traffic jams, reduction 
of the risk of traffic accident and improved observance of 
road regulations, elimination of routine driving operations, 
emergence of new professions. 

However, for those advantages to materialize, the city 
residents must realize that an unmanned vehicle is a pro-
grammed machine that operates in accordance with speci-
fied algorithms and rules, therefore it is necessary to avoid 
emergencies by observing the road regulations.

According to the obtained results, those surveyed are 
seriously concerned about the above problems associated 
with the deployment of UPPT. Practically all such issues 
were rated on the average above three, while 5 problems 
out of 6 had the average score of 4 and higher. That can be 
well seen in Fig. 8.

The main causes of concerns are the legal matters, non-
availability of a regulatory framework that would strictly 
define the scope of responsibility of the parties involved in an 
incident. Of practically equal concern are the consequences 
of cyberattacks on the control systems of unmanned vehicles. 
The respondents were least worried about possible loss of 
jobs in transportation, as well as shortage of well-trained and 
qualified staff that would ensure stable, safe and efficient 
operation of UPPT.

Conclusion

While automotive manufacturers, the press and the aca-
demia universally agree that unmanned vehicles will usher 
in the next age of transportation worldwide, this research 
identified, evaluated and ranked major concerns of future 
passengers regarding the quite radical innovations. 

Females have a more positive attitude to the introduction 
of UPPT (their average assessment is 3.58), rather than males 
(average assessment 3.47). 

The conducted research showed that if a person has 
doubts about the safety of a technology or its advantages, 
he/she usually refrains from using it. 

Regarding the hypotheses made at the beginning of the 
paper, it can be noted that not all of them were confirmed. 
Thus, for instance, the first assumption that males are bet-
ter disposed to the presence of innovative technology on 
roads proved to be false. It should be noted that only 5% 
of those surveyed expressed an overtly negative attitude to 
unmanned vehicles. 

The second hypothesis proved to be correct. Young 
people of Saint Petersburg aged under 30 are more open 
to unmanned transportation. That may be due to the fact 
that the young generation is more and more dependent on 
gadgets and more familiar with modern technologies, and 
would want to personally try out things like unmanned pas-
senger transportation. However, it was noted that the older 
the respondents are, the more skeptical they are about the 
idea of deploying of UPPT.

The third and fourth hypotheses were also confirmed by 
the research. Less than a half of those surveyed (30.4%) 

stated that they wanted to be the first to use UPPT. Those 
were 125 persons. Most respondents (214 persons, or 52.1%) 
intend to wait for other users’ experience and start using it 
themselves only knowing it is safe. 17.5% of respondents 
(72 persons) would never use UPPT.

The survey also identified a number of problems, 
the most important of which are the legal aspect and 
lacking regulatory framework, possible cyberattacks, 
uncertainty of unmanned vehicles’ reaction to emergency 
situations. 
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Abstract. Aim. Out of the currently used methods of ensuring cyber security the most produc-
tive ones are traffic analysis, malware detection, denial of unauthorized access to internal net-
works, incident analysis and other methods of corporate perimeter protection. The efficiency 
of such methods however depends on the timeliness and quality of threat data. The Aim of the 
paper is to study the ways of improving the cyber threat awareness and capabilities to analyze 
texts in open sources for the purpose of cyberattack prediction, identification and monitoring 
of new threats, detection of zero-day vulnerabilities before they are made public and leaks 
are discovered. Methods. Publicly available knowledge on cyber security is acquired through 
continuous collection of data from the Internet (including fragments of its non-indexed part and 
specialized sources) and other public data networks (including a large number of specialized 
resources and sites in the TOR network). The collected texts in various languages are analyzed 
using methods of natural language processing for the purpose of extracting entities and events 
that are then grouped into canonical entities and events, and all of that information is used 
for continuous updating of a subject-matter event-entity ontology. It includes general forms 
of entities and events required for the context and specialized forms of events and entities 
for purposes of cyber security (technical identifiers, attack vectors, attack surfaces, hashes, 
identifiers, etc.) Such ontology can function as a knowledge base and be used for structured 
queries by cyber security analysts. Results. The proposed method and the system based upon 
it can be used for analyzing computer security information, monitoring, detection of zero-day 
vulnerabilities before they are made public and leaks are discovered. The information retrieved 
by the system can be used as highly informative features in statistical models. The latter served 
as the basis for a classifier that defines the risk of exploits for a specific vulnerability, as well as 
an IP address scoring system that can be used for automatic blocking. Additionally, a method 
was developed for risk-based ranking of events and entities associated with cyber threats that 
allows identifying – within the abundance of available information – the entities and events that 
require special attention, as well as taking timely and appropriate preventive measures. Con-
clusion. The proposed method is of direct practical value as regards the problems of analytics, 
risk-based ranking and monitoring of cyber threats, and can be used for the analysis of large 
volumes of text-based information and creation of informative features for improving the quality 
of machine learning models used in computer security.
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Introduction

Over the last decade, cybercrime made a quantum leap 
and became a highly competitive market. In 2016, its direct 
damage to the global economy amounted to 3 billion dollars, 
while in 2020 this figure was as high as 6 billion dollars. 
The sum is growing along with the rate of digitization: the 
higher the number of automated systems, the more there are 
ways of disrupting the activities of a business. For instance, 
during six weeks of its operation, a little-known German 
project HoneyTrain that simulated railway infrastructure 
management systems was exposed to 2.3 million attacks [1]. 

Attacks against railway infrastructure are often aimed at 
client services. For instance, in May 2018, a DDoS attack 
(a distributed attack for the purpose of causing a denial 
of service) prevented the passengers of the Danish State 
Railways (DSB) from buying tickets both online and from 
fixed terminals. Attacks against control systems happen more 
rarely, but they are more hazardous. For instance, in October 
2017, the Swedish transportation system temporarily lost the 
ability to monitor the location of the railway rolling stock 
and geoinformation services. Additionally, attacks against 
SCADA (supervisory control and data acquisition) systems 
happen as well. Among the examples are the Stuxnet infec-
tion of a uranium-manufacturing facility in Iran or attack 
against a nuclear power plant in Kansas, US. 

JSC RZD is making active efforts in terms of cyber 
security of railway infrastructure. For instance, 2016 saw 
the beginning of a joint project by JSC RZD, Positive Tech-
nologies and JSC NIIAS1 that examined the EBILock 950 
interlocking system that, through object controllers, controls 
such trackside devices as level crossings, track circuits and 
point machines. 

Importantly, JSC RZD employs versatile technology. 
The sixteen railways operated by JSC RZD use different 
types of equipment and protocols. At the top level, about 
100 automated management systems are used, while at the 
bottom (local) level tens of thousands computer-based traf-
fic management systems of almost 70 different types are in 
operation [2]. 

Currently, the focus is on ensuring protection and repel-
ling known attacks. For instance, the above project resulted 
in the deployment of the Positive Technologies Industrial 
Security Incident Manager. That was of course the right 
thing to do, as in 2018 alone the number of components of 
process control systems available online grew 1.5 times, 
as well as the number of vulnerabilities that can be used 
remotely without privileged access. 

Nevertheless, perimeter defense and traffic analysis are 
not sufficient. The system must insure real-time notification 
of new vulnerabilities, cyberattacks occurring worldwide 
(including planned ones), hacktivist activities, attacks 
against other systems of similar class, etc. Such monitor-
ing is on the list of important recommendations for railway 
infrastructure facilities [3]. For example, it allows reacting 

1 Source: https://bit.ly/2YkAQ4N

to a vulnerability identified in a used software solution a 
week before its official publication.

As it is known, open sources often report information on 
vulnerabilities and exploits before they are featured in the 
common databases, the CVE (Common Vulnerabilities and 
Exposures) and NVD (National Vulnerability Database), 
whereby the time gap may be as long as several months 
[4]. Such information appears in open source software issue 
trackers, on Twitter, subject-matter blogs, Q&A services 
for software designers like StackOverflow, e-mails, hacker 
forums and trading sites in anonymous networks. For the 
purpose of efficient monitoring, computer security analysts 
need methods of automatic retrieval of information from 
texts in public networks, including some unindexed seg-
ments of the Internet and anonymous networks like TOR. 
Thus, the monitoring will allow not only identifying new 
threats and cyber security risks, but analyzing and scoring 
threats in a more complete and systematic way. 

Monitoring such source is a way of automatically track-
ing zero-day vulnerabilities that are especially hazardous 
and often remain unnoticed in network traffic analysis. 
Such vulnerabilities include those, for which there are no 
developed or published protection mechanisms, which al-
lows intruders to freely use them until the fix is published, 
as well as interferes with the protective features’ efforts to 
detect the attempts to exploit them. That is also an efficient 
tool for real-time search for information leaks similar to the 
one that occurred in June 2019, when hundreds of thousands 
of documents from JSC RZD’s corporate resources were sto-
len2. As intruders often look for ways to monetize the stolen 
assets, they place announcement in special sites, where the 
leak will be discovered several minutes after the publication. 

Construction of entity-event 
ontologies for applied knowledge 
bases

One of the methods of conceptualization of text-based infor-
mation is the construction of an ontology based on the described 
facts. Such ontologies include domain concepts, their relations 
and their attributes. They are extracted in accordance with the 
meta-ontology (top-level ontology that describes a specific 
ontology) using computer linguistics tools, Hearst pattern-type 
and regular expression matching rules, statistical models. 

Automatic ontology construction is most often used for 
creating universal ontologies that are based on linguistic 
categories of the type hyponym/hyperonym and meronym/
holonym, IS-A, INSTANCE-OF and other relationships. 
That is relevant in the context of many problems related to 
artificial intelligence, but not the problems associated with 
the representation and collection of applied knowledge. 

For the purpose of knowledge acquisition, it is more 
practical to use self-extending entity-event ontologies. The 
author has previously developed an analytics system that 
extracts texts from sources, analyses them, builds an ontol-

2 Source: https://www.kommersant.ru/doc/4252728
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ogy and provides it to the user as a knowledge base [5]. The 
system was developed for news and political applications, 
as well as for commercial aviation [6]. One of the aims of 
this paper is to adapt the system for the purpose of analyzing 
and monitoring cyber threats.

The approach involving entity-event ontologies implies 
that the world is modeled by means of separating documents 
from their contents, i.e. the canonical entities and events that 
correspond to real people, technologies, companies, meet-
ings, business transactions, attacks and political events. Each 

canonical entity and each canonical event may be associated 
with a number of instances that relate the mentions of canoni-
cal objects in texts with the time, place and other contextual 
information, as illustrated in Fig. 1. Such ontology allows 
for structured queries to the knowledge base. One can find 
out the technical identifiers associated with an attack, obtain 
the list of sources that referred to an attack, get to know the 
types of systems that can be attacked using a specific exploit, 
who and where is selling a specific set of exploits and other 
matters that come down to attribute-based filtering.

Fig. 1. An example of description of real phenomena through canonical events and their mentions

Fig. 2. A fragment of a meta-ontology of cyber security entities
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The meta-ontology that supports the continuous updating 
of the entity-event ontology based on text references was com-
pleted to suit the needs of cyber security. The cyber security 
ontology for critical infrastructure was used as the foundation. 
It was revised to be made compatible with events and entities 
[7]. In terms of entities, the meta-ontology is illustrated in 
Fig. 2, in terms of events, it is shown in Fig. 3 and 4.

Implementation of text analysis for 
construction of entity-event ontologies

Out of various natural language texts it is required 
to extract information on entities (individuals, organi-

zations, card numbers, mailing addresses, hashes, IP 
addresses, software signatures, file names, etc.) and 
events (company mergers, political protests, cyberat-
tacks, bankruptcies, etc.). 

The system uses five ready-made natural language pro-
cessing tools (Table 1) and a set of own tools for exotic 
entities (hashes, serial numbers, vulnerability codes, code 
fragments, etc.). The developed extraction tools use regu-
lar expression rules or the conditional random field (CRF) 
method, whose specificity consists in the absence of neces-
sity to model the probabilistic dependencies between the 
observable variables and the problem of marker shift unlike 
in a maximum-entropy Markov model.

Fig. 3. Event scheme of type “Cyber attack”

Fig. 4. Event scheme of type “Exploit”
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The extracted entities and facts are compared and resolved 
according to the ontology in order to specify their meaning and 
resolve the coreference. Ontologies of structured relationships 
between entities are used for managing the process of filter-
ing and as the gazetteer for improving the extraction process.

Having acquired a set of filtered entities, the module 
responsible for proposition extraction associates the entities 
with the events mentioned in the document. The events are 

assigned fragments of text out of the document that provide 
the best possible short description, while also ensuring sum-
marization. For each fragment, the sentiment is analyzed.

Next, the facts are submitted to temporal analysis. Cul-
tural and regional categories are extracted from a document 
in order to take into consideration the hemisphere, first day 
of the week and date format. The events may be either past 
or anticipated. The future events are either planned (election 

Table 1. Employed ready-made computational linguistics tools

StanfordNLP Tomita parser OpenCalais OpenNLP Rosette EX
Supported languages

English, German, Span-
ish, Chinese

Any, defined by dic-
tionaries and grammars English European languages

55 languages (includ-
ing Russian, Arabic 

and Chinese)
Primary interfaces

API, JAVA and Py-
thon libraries, web 

interface

Console-based appli-
cation, API API, web interface JAVA library API, web interface

The best developed branch of functionality (used in the system)
Entity extraction 

using statistical al-
gorithms and neural 

networks

Generation of gram-
mar and entity ex-

traction using dictio-
naries

Entity and event ex-
traction based on the 

news ontology

Entity extraction 
using statistical al-
gorithms and neural 

networks

Entity, fact ex-
traction, coreference 

resolution

Output methods recommended by the developer
JSON, XML, CoN-

LL, graphic
Output format is de-
fined by the grammar RDF, XML, graphic XML RDF, XML, graphic

Fig. 5. Top-level architecture of the language data analysis subsystem
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days), or speculative (assumption of when a rally should 
be called). For instance, that enables anticipating actions 
of hacktivists like Anonymous and release of patches by 
software manufacturers. 

The events are marked with the type, time interval, 
involved entities, their roles (which attributes of an event 
they are assigned to), sentiment and source. The layout of 
the architecture of the language data processing subsystem 
is shown in Fig. 5. It is an independent system integrated 
with the main system that is examined in the following 
section of the paper. 

Architecture and implementation of the 
ontology-based data collection and 
analysis system

Figure 6 shows the top-level system architecture. 
The collection subsystem is responsible for the acquisi-

tion of text-based data from the Internet. As the input, it 
receives a list of predefined and configured resources and 
regularly retrieves data from them. The system outputs a 
flow of unstructured texts with the indication of the time of 
collection, context and source.

The input of the language data processing subsystem 
consists of cleaned texts from the collection subsystem. 
The subsystem outputs a list of snippets (fragments of text) 
marked-out in XML with the entities, events, time and place 
stamps highlighted. This is the only language-dependent 
place within the system. Providing support for a new lan-
guage requires the development of a new module within the 
subsystem, while the system as a whole operates with either 
“raw” texts, or language-independent facts.

The input of the storage subsystem consists of marked-up 
snippets that it processes, upon which the extracted facts 
are stored. It also receives requests from external systems. 
The fact storage is accessed through an application program 
interface (API) in the JSON format in accordance with the 
REST API principles. The subsystem outputs ontology slices 
(sets of facts, events and entities, as well as their metrics of 
importance type) corresponding to the API request.

The fact storage is viewed and modified by the modules 
of the data integration subsystem that enrich and refine 
the data. This subsystem attenuates improbable events and 
amplifies the high-profile events, simultaneously enriching 
them with additional structure and forming canonical events 
and entities.

Fig. 6. Top-level operating diagram of the system
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The system is distributed and has a microservice architec-
ture (Fig. 7). The components communicate using RabbitMQ 
message queues generating about 4000 messages a second. 
The knowledge base is stored in a MongoDB NoSQL storage 
(9 shards with read and write roles), while for the snippets, 
the ElasticSearch full-text search system is used (7 shards). 
Metadata for a hundred documents take 1 Mb on average.

Results of the method’s application 
as part of applied problems

Monitoring and cyber security analytics, prediction.
The generated entity-event ontologies are directly used for 

predicting hacktivist attacks, detecting zero-day vulnerabilities 
and searching for leaks. Another direct use is the analysis of 
computer security information: what entities and through what 
are associated with a set of exploits, what methods a specific 
group uses, what industries are currently threatened, etc.

Early detection of zero-day vulnerabilities.
It has been identified that 77% of vulnerabilities out of 

the list of CVE (Common Vulnerabilities and Exposures) in 
Linux were known before they were made public as zero-
day vulnerabilities, while the average delay between the 
first mention and the date of official publishing is 19 days. 
Additionally, all the vulnerabilities featured in CVE could 
be found on Twitter [8]. 

Creation of highly informative features for machine 
learning.

The obtained and continuously updated knowledge base 
of cyber security facts can be used for creating highly-
informative features in machine learning models as shown 
in the following problem. 

Definition of the risk of an exploit for a vulnerability.
Using supervised training based on support vector ma-

chines, a classifier has been obtained that, for each specific 
vulnerability, predicts whether an exploit will be created with 
the accuracy of 0.79 and completeness of 0.80. A balanced 
learning sample included 7000 examples of vulnerabilities. 
The classifier predicts the risk of a specific vulnerability 
being exploited and suits the purposes of prioritization of 
activities aimed at developing countermeasures, emergency 
isolation of vulnerable systems in case of high risk, etc.

IP address scoring
IP address scoring allows cyber security analysts mak-

ing decisions regarding further analysis, and, in high alert 
situations, automatically blocking IP addresses in order to 
complicate access by the attackers. Importantly, the cyber-
crime market is commoditized and provides botnets and 
specialized infrastructure for attacks for rent. Therefore, in 
practice, blocking high-risk IP addresses is quite efficient, 
especially against DoS attacks aimed at causing the denial 
of service by systems. 

Risk-based ranking of cyber security events and entities.
The risk of an entity or event is calculated based on 

the reference dynamics, presence of significant targets 
and diversity of a language in the mentions. All features 

Fig. 7. Technical architecture of the system in terms of data flow
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are calculated using the moving average for the estimated 
entity, as the mentions often occur in “spikes” (day-night, 
week day-week end, etc.). The level of criticality for entities 
is based on the number of references to events of cyberat-
tacks/exploits occurring today or within the next month 
and including the entity. The overall scope of references of 
a certain entity does not affect the level of criticality: small 
spikes and anomalies have a more significant effect, as in 
cyber security not the known status, but deviations from it 
are what matters. 

The linguistic diversity in the references is evaluated based 
on the repetitiveness of the descriptive vocabulary. Descrip-
tions in different languages are deemed to be different. Such 
metrics allow distinguishing events that cause real discussions 
(sign that the event directly affects someone’s interests) and 
allows avoiding over-evaluation, which occurs in many social 
networking monitoring systems due to repetitions.

Conclusion

The paper showed that the use of entity-event ontologies 
in cyber security is of practical value. Additionally, it can 
be a significant component or an auxiliary mechanism as 
part of other methods. 

Another finding is the high informativeness of features 
based on retrieved information when it is used in machine 
learning models, which allows improving the quality of such 
models used in cyber security for the purpose of identifying 
anomalies, extrapolation and prediction, classification and 
clusterization, search for patterns and associations. 

The theoretical result consists in the feasibility to pre-
process corpora that enables the use of classical quantitative 
and categorical methods with regard to texts by means of 
information acquisition.

Further research should cover the applicability of the 
method for the analysis of logs (including within borders), 
correspondence (search for leaks), social networks monitor-
ing, analysis of cyber security documents. 
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Abstract. Currently, ensuring the industrial safety of hazardous industrial facilities involves – 
along with conventional oversight – the risk-oriented approach that is significantly more flex-
ible. The procedure of quantitative estimation of an accidental risk for hazardous industrial 
facilities is essentially one of the procedures of conformity assessment, as it includes the 
comparison of the risk indicators obtained by means of calculation (or expert assessment) 
with their standard values. The Aim of the paper is to define the problem of uncertainty that 
is associated with all the stages of quantitative estimation of an accidental risk, make a brief 
historical account, analyze its types and sources, describe the approaches employed as part 
of quantitative estimation of this uncertainty. Currently, it is accepted to identify the termino-
logical, parametric and model types of uncertainty, whose examples are provided in the paper. 
Analysis shows that a fourth – computational – type should be added, whose contribution in 
many cases may be considerable. It is shown that, due to a number of circumstances, scalar 
numbers that are normally used for defining parameter values of the physical-mathematical 
models of failure processes are in reality mere indicators of the ranges of their value vari-
ation. Currently, uncertainties in the values of accidental risk parameters are accounted for 
using probabilistic and deterministic approaches, as well as fuzzy numbers. Methods. For the 
purpose of quantitative estimation of uncertainty, the paper employs the method of interval 
analysis. In the most general case, without using the hypothesis on the behaviour of a param-
eter value within the range of its possible variation, the parametric uncertainty can be defined 
with an interval number. In that case, all the required calculations are performed using interval 
methods. The natural (naive) version of interval analysis has a serious drawback that consists 
in an unjustified increase of the width of the interval number deduced by means of interval cal-
culations, if one or more input parameters of the model enter into the calculation formula more 
than once, or the input parameters are functionally interdependent. Modern interval analysis 
employs methods allowing to alleviate this effect. They are briefly described in this paper. It 
is shown that if statistical information is available on the behaviour of parameter values within 
their variation intervals, the results of interval calculations of the accidental risk indicators can 
be significantly improved. The suggested method of reducing the computational uncertainty of 
quantitative estimation of the accidental risk in the interval setting is illustrated with a numeri-
cal example of risk indicator calculation for the “fireball” accident scenario. The paper sets 
forth the results of interval calculation of an individual accidental risk for an explosion and fire 
hazardous facility “reservoir with a flammable liquid” in three ways: a) naive; b) accounting for 
the effect of parameter correlation; c) additionally, accounting for available statistical informa-
tion. Conclusions. Interval methods allow not only taking into consideration the presence of 
uncertainty in the accidental risk parameters, but evaluating it quantitatively. There are efficient 
methods of alleviating the negative 

Keywords: industrial safety, accidental risk, parametric uncertainty, interval methods of calcu-
lation, minimization of computational uncertainty.
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Introduction

Large-scale transportation of hazardous substances, in-
cluding flammable ones, in hazardous industrial facilities 
(HIF) is fraught with uncontrolled emissions and leaks that 
may cause explosions and fires, toxic damage to people 
and pollution of large territories. Explosions may also oc-
cur within industrial equipment, if the process parameters 
exceed the safe limits.

Over the last two decades in Russia, along with the 
conventional, supervisory approach to industrial safety, 
an alternative method has been used that is based on the 
analysis and quantitative estimation of an accidental risk 
(QER). The risk-oriented approach is much more flex-
ible, innovation-friendly as compared to the conventional 
method. It does not restrict specific engineering solutions. 
Instead of regulating many parameters of the design and 
process, it only requires a number of target indicators 
(individual, social risk of an accident) to be within the 
standard values [1]. 

The procedure of HIF QER is essentially one of the 
procedures of conformity assessment, as it includes the 
comparison of the risk indicators obtained by means of 
calculation (or expert assessment) with their standard 
values. 

The QER methodology originated and developed almost 
simultaneously in the Old (in the chemical industry) and 
New World (in the nuclear industry and astronautics). As 
early as at the first stage of the application of the risk analysis 
methodology it became apparent that many parameters of the 
problem (e.g. the properties of a hazardous facility and its 
environment) in reality vary, change within certain ranges. 
In order to take such variations into account, initially the 
quantitative estimations of risk were performed according 
to the most conservative scenario, whereas the quantity of a 
hazardous substance involved in an accident is the highest, 
the weather conditions and location of the target facilities 
within the affected area are the least favourable.

However, with time, the conservative approach was 
abandoned, as the probability of a simultaneous combina-
tion of all marginal conditions is too low. As an alternative, 
it was suggested to use “average” parameter values for ac-
cident risk assessment. In our opinion, this approach is also 
unsatisfactory, because it: a) creates a dangerous illusion 
of “accurate” assessment of the risk indicators; b) does not 
allow evaluating the actual range an indicator value varies 
(or may be) within. Such changes of a parameter value are 
conventionally called and quantitatively estimated with its 
uncertainty (parametric). 

Types of uncertainty of the results 
of quantitative risk assessment 

Uncertainty is associated with all stages of the QER 
procedure, just like any mathematic simulation. The 
causes, part objective, part subjective, are analyzed in [2]. 
For the purpose of quantitative estimation of uncertainty 

(QEU) of accidental risk and adoption of measures for 
its reduction, it is important to classify the uncertainty 
by origin. Conventionally, the terminological, parametric 
and model types of uncertainty are distinguished. To that 
should be added the computational uncertainty caused by 
the specificity of the computational methods used in the 
course of simulation.

The terminological uncertainty is due not only to the 
ambiguous definitions of the used terms and concepts in the 
QER guidelines, but also their different interpretation by 
experts. The latter is due to the differences in the mindsets of 
the people, their basic education, standards and stereotypes 
of the professional environment. It should be noted that the 
terminological uncertainties (ambiguous interpretation of a 
term, concept, parameter), along with the obvious qualita-
tive, has a clear quantitative aspect. That can be seen using 
the example of the parameter “length of flame” L (pool fire, 
flare). Most QER guidelines do not provide a clear and un-
ambiguous interpretation of this parameter, which is fraught 
with serious differences: 

a) L, average height (length) of the flame, m [3];
b) Lf , length of truncated cone (flare), m [3];
с) L, visible length of flame, m [4].
Meanwhile, the meaning of this parameter is not as ob-

vious as it seems. The situation is similar to the case with 
the parameter of “fireball diameter” DF. The matter is that 
the concepts of “visible” length of flame (“visible” ball 
diameter) and the concept of “size of the area efficiently 
radiating heat” should be distinguished. According to CPR-
14E [3], in case of pool fire, the value L defined using those 
two methods may differ up to three times! Only the AIChE 
CCPS Guidelines [4] clearly define the average length of 
the flame. Meanwhile, this parameter affects the magnitude 
of the adverse factors of an accident, i.e. the rate of the heat 
flow against the target facility I, kW/m2.

The parametric uncertainty means that the parameter 
value of a model (problem) cannot be assigned a precise 
(point-wise, scalar) value. That is due to the fact that the 
parameter value:

a) either objectively varies, like the air temperature and 
windspeed (if the HIF is situated in the open), or the quantity 
of the hazardous substance inside a piece of equipment at 
the moment of accident, etc. that are not exactly known;

b) or is adopted as the result of measurements that are 
inevitably associated with measurement uncertainty;

с) or is quoted in reference literature in the form of an 
interval;

d) or, due to the scarcity of available information, was 
adopted by means of expert methods, etc.

The parametric uncertainty due to the first two circum-
stances is called aleatoric; its nature is objective. By contrast, 
uncertainty caused by c) and d) is subjective; it is called 
epistemic. Objective uncertainty cannot be eliminated in 
principles, while epistemic uncertainty can be reduced, and 
that should be done, when possible.

Model uncertainty occurs in the course of QER (but not 
only), if used for describing the nature of any physical-
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mathematical, mathematical, simulation and other models. 
It is obvious that, as any model simplifies, coarsens the 
simulated object or process, it has a limited applicability, 
because the simulation results will always differ from the 
reality. That is a fact simply because, within the scientific 
paradigm, experience is chosen as the main criterion of a 
theory’s validity, while due to the presence of measurement 
uncertainty (error, as it used to be called) the calculation 
data obtained through the most advanced model will never 
exactly match the experimental data. Currently, HIF QER 
uses several alternative models that describe the progress of 
accident scenarios, development of the adverse factors of an 
accident, probability of damage to target facilities. It suffices 
to name at least the models recommended in [3-6], although 
the authoritative three-volume monograph [7] features doz-
ens of such models. It was many times demonstrated that 
the variation in the results of quantitative estimation of risk 
obtained using various models may be as high as three or 
more orders of magnitude. 

There are at least two methods of minimizing the model 
uncertainty while performing QER:

1) conventional for the USSR and now Russia, under 
which a certain model is adopted as reference and assigned 
as normative, the only allowed while performing QER; 

2) development of the most adequate model, experimen-
tally verified with a clearly defined application.

The existence of computational uncertainty is due to 
the approximate methods of solving model equations. 
Analytic solutions of model equations are now an exotic 
thing. Solutions are obtained using modern application 
software. However, even if all model parameters are 
set accurately, the use of floating-point numbers in the 
computer code, inevitably implying rounding, truncation 
of terms of series, interruption of the iterative computa-
tional process, etc., cause the uncertainty of approximate 
calculations. Another source of computational uncertainty 
that is due to the specificity of interval calculations will 
be examined below.

Conventional mathematic simulation operates on point-
wise, scalar parameter values (both input and of model 
parameters). The calculation results are also normally rep-
resented in the form of a scalar number. Given the above 
circumstances, the result of mathematic simulation is always 
an interval. Naturally, the HIF QER procedure as part of 
the risk-oriented approach is not an exception. However, 
it is obvious that such scalar values of risk indicators are 
in reality just markers of the intervals, within which their 
value can vary in reality.

Interval presentation of the parametric 
uncertainty

The active Guidelines for the quantitative estimation 
of the risk of accident in HIF [8] recommend assessing 
the uncertainty of the obtained risk indicators, yet do not 
indicate how to do that. Meanwhile, as it is known, there 
are a number of methods of solving the problem: a) using 

fuzzy numbers; b) in the probabilistic setting; с) using 
interval numbers. 

In our opinion, the latter appears to be the most universal, 
as it does not require hypothesizing about the behaviour of 
a parameter value within the variation range [2], which is 
required for both the probabilistic description of uncertainty, 
and the use of fuzzy numbers. It should be understood that 
the probabilistic description of a value means it has the prob-
ability distribution function (in the differential or interval 
form). The latter is only possible if there is an entire assem-
bly of objects of the given type, a statistical stability, when 
any sample parameters tend to the theoretical probabilistic 
values in case of infinite increase of the sample size. 

In respect to real HIF, identifying sets of elements that 
could be made an entire assembly is unlikely. Manufactured 
by different companies, having different histories of load 
and maintenance, even such simple elements as a latch, in 
practice have significantly varied properties. Therefore, for 
instance, the hypothesis of normal distribution of strength 
with specified average and standard deviation, requires 
serious substantiation. 

It is much more reliable to specify the same value with 
an interval number (interval). The latter will mean that the 
parameter value is within the specified limits. No assertions 
are made regarding its distribution within the range.

Defining parameter values of mathematical models with 
intervals complies with their nature, given the uncertainty. 
Today, interval analysis (the branch of mathematics that 
operates on interval numbers) is widely used and allows 
performing all calculations required for QER and deducing 
risk indicators in interval form. 

A vast majority of mathematical models used in the ac-
tive Guidelines for quantitative estimation of accidental 
risk are analytical (parametric). Therefore, calculating risk 
indicators implies finding the range of values of the objec-
tive function, or external assessment of the range of values 
in the interval setting. 

Performing QER in the interval setting perfectly fits 
the purpose of QEU, as the width of the obtained interval 
numbers constitutes a direct quantitative estimation of their 
uncertainty. In practice, the situation is simplified by the fact 
that at this point there are commercially available special 
software products that support interval calculations. One 
of such programs is INTLAB toolbox developed by Pro-
fessor S.M. Rump of the Institute for Reliable Computing, 
Hamburg University of Technology. INTLAB is an interval 
application of MATLAB that allows performing calculations 
with interval numbers.

Another obvious advantage of the interval expression of 
parametric uncertainty is the capability to simultaneously 
account for uncertainties of various types:

a) measurement, conventionally expressed as the aver-
age ± measurement uncertainty (± measurement error, as it 
used to be called);

b) epistemic, expressed in the form of intervals;
с) stochastic (if there is a probability distribution function) 

defined by a confidence interval.
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Negative characteristics of the 
interval methods and ways of their 
minimization

As it is known from experience, if risk indicators are 
calculated using natural (previously known as naive) interval 
methods, without taking special measures in order to reduce 
the calculation uncertainty, the result may constitute interval 
values of very significant width, which deprives the opera-
tion of any practical value.

Let us note that over the last few decades Russian and for-
eign experts have been actively furthering interval analysis 
(see, for instance, [9-11]). It has been shown that it helps 
solve some complex mathematical problems better that by 
using classical mathematical methods. Problems inherent to 
interval analysis alone have been identified and researched:

a) disproportionate widening of calculation results in 
cases when the parameters of the calculation expression 
enter into it more than once;

b) similar widening of the result in a situation when such 
parameters are associated with a functional relationship. 

For the purpose of minimizing the above negative effects, 
several methods have been developed: Ramon Moore’s in-
terval splitting, branch-and-bound, global optimization, etc.

Method of reducing uncertainty 
of the target risk metrics in the interval 
setting using information on the 
distribution of parameter values

In a situation when reliable, statistically stable informa-
tion is available on the distribution of parameter values 
within the variation intervals, the uncertainty of the risk 
metrics can be significantly reduced. That can be done fol-
lowing on from the standard method of the EMERCOM 
of Russia [6], according to which the magnitude of the 
individual risk R, year-1 for an employee within the facility 
is identified according to formula

 
, (1)

where Р(i) is the magnitude of the potential risk in the i-th 
area of the facility’s territory, year-1;

qim is the probability of the employee’s presence in the 
i-th area of the facility’s territory.

We will apply this idea not only to the location of per-
sonnel within a HIF’s territory, but other parameters of the 
problem as well. Let us assume that the considered HIF has 
reliable statistical data, according to which:

1) P1 of the time (unit fractions) personnel are at the 
distance Х1 away from the center of the considered produc-
tion unit (PU), while the remaining time P2 they are at the 
distance Х2;

2) the mass m0 of hazardous substance in the PU, kg: 

a) during Pm01 of the time (unit fractions) ;  

b) Pm02 of the time  and c) Pm03 of the 

time ; 

3) based on the available meteorological information, the 
discrete density of the distribution probability of free air can 
be recovered, which can be illustrated with a specific example. 
According to SP 131.13330.2012 [12], the average monthly 
free air temperature ta in the area of a certain HIF, °C is: I, 
-12.1; II, -11.4; III, -4.6; IV, -4.7; V, 12.0; VI, 16.5; VII, 18.6; 
VIII, 16.1; IX, 10.3; X, 3.4; XI, -3.7; XII, -9.4. By introducing 
the designation Тa = ta + 273.15, К, we have Тa ∈ [261.05; 
291.75] К. By rounding-off external interval boundaries to 
whole numbers, we will obtain Тa ∈ [261; 292] К.

Let us use MATLAB to approximate the yearly variation 
of the temperature [13] with a sixth-degree polynomial and 
present the results in Fig. 1. 

Then, let us split the temperature range Тa into 31 subinter-
vals with the width of 1 К and calculate the frequencies nj of 
the temperature being within such intervals (j = 1, 2, … 31). 
As a discrete valuation of the probability PTj of temperature 
distribution within the range [261; 292] К let us adopt the 
values PTj = nj/31 (it is obvious that the normalization re-

quirement  is met).

Fig. 1. Annual variation of free air temperature:
 ― per SP 131.13330.2012; 
― polynomial approximation

Further, let us calculate the target risk metrics (e.g., 
individual risk Rijk) for all combinations of parameter subin-
tervals (i = 1, 2, distance between the personnel and the 
epicenter of the accident at the moment of its occurrence; 
j = 1, 2, … 31, free air temperature; k = 1, 2, 3, quantity of 
the hazardous substance in the PU). 

The considered parameters Xi, Tj and m0k as independent 
random values, target metric (individual risk Rind) of the 
examined production unit using formula

 
. (2)
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The calculation of individual accidental risk performed 
using this method and INTLAB has shown that the sug-
gested technique allows significantly reducing its uncertainty 
(interval width).

Example of individual accidental 
risk estimation using the suggested 
method for the fireball scenario

Let us examine another example of application of the sug-
gested method. As it is known, one of the scenarios of acci-
dents affecting reservoirs containing a flammable substance 
in liquid, is the BLEVE-type explosion. Such scenario, as 
accident statistics show (see, for instance, [14]), may occur 
in situations, when a spherical or horizontal cylindrical reser-
voir with a flammable substance (LHCG, HIL) is within the 
body of fire. If the heat inflow from the outside is so high, 
that the vapour jets outflowing though the open valves of 
the reservoir are unable to prevent the pressure buildup in its 
steam space, at some point in time the shell of the reservoir 
will rupture. A cloud of overrich mixture will be released 
into the environment that will immediately catch fire on the 
outside and start floating up in the atmosphere releasing a 
powerful heat flow. Phenomenologically, a “fireball” (FB) 
is a glowing cloud of a varying shape, whose temperature 
and emission power are constant both in time, and in terms 
of the surface area. However, in the engineering practice, 
FB are normally imitated with a glowing sphere, that has a 
constant surface radiant heat intensity and floats up in the 
atmosphere under the action of the force of buoyancy.

As the target indicator of the risk of such accident sce-
nario, let us consider the individual accidental risk, the 
probability of lethal injury to personnel by downward heat 
flow. The AIChE CCPS QER Guidelines [4] suggest cal-
culating FB parameters (diameter DFB, height of the center 
HFB and glow duration tFB) using empirical dependences that 
are power relations: DFB = 5.8·m0

1/3; HFB = 0.75∙DFB, where 
m0 is the initial mass of the flammable substance in the 
reservoir, kg. The FB model has an interesting feature [4]. 
In it, the calculation formula for the parameter tFB depends 
on the value of m0:

a) if m0 < 30 000 kg tFB = 0.45m0
0.33, (3)

b) if m0 < 30 000 kg tFB = 2.6m0
0.166. (4)

For the radiant emittance Ef, the FB caused by BLEVE, 
in the opinion of AIChE CCPS, the Ef ∈ [200; 350] kW/m2 
is typical.

In the FB approximation with a point emitter, the heat 
flow I, kW/m2 hitting the target facility, can, according to 
[4], be calculated as follows:

 
, (5)

where RFB is the distance from the center of the FB to the 
target facility, m;

ta(Х) is the transparence of the free air to the infrared flux; 
Fq is the geometric visibility factor for a vertical surface 

(e.g., a standing person).

As the atmospheric absorption of the thermal emission is 
primarily ensured by vapour molecules, the AIChE CCPS 
recommends estimating ta with the help of the Pietersen and 
Huerta correlation

 , (6)

where PW is the partial pressure of vapour, PA; 
Х is the distance travelled by the beam, m.
For the purpose of calculating PW under known relative 

humidity RH, % and air temperature Тa, К, Mudan and Croce 
suggested a simple correlation that is true in respect to the 
range 104 < PW·Х < 105 Н/m:

 
. (7)

Let us specify the relative air humidity in the area of the 
HIF with the interval RH ∈ [50, 85] %.

According to [4], for distances Х that exceed the FB 
radius, Fq is calculated according to formula

 
, (8)

that, subject to the formula HFB = 0.75 DFB is easily 
modified into:

 
, (9)

where  - is a dimensionless distance.

The probability of human injury caused by thermal radia-
tion Рinj in the course of QER is evaluated using the so-called 
probit-function Pr. This approach, first suggested by Finney, 
is suitable for describing the facility’s response to the effect 
of any factor of accidental nature, if this effect is normally 
distributed [4]. The dependence Pinj(Pr) can be expressed 
with a standard error function:

 . (10)

Guidelines [4] recommend calculating the function Pr 
of lethal human injury caused by heat flow using formula:

 
, (11)

where texp is the duration of exposure, s (in case of FB texp 
= tFB);

I is the intensity of the FB heat flow affecting a person, 
W/m2.

It is obvious that, if the density of the incident heat flow 
I is expressed in kW/m2, 

 , (12)
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Let us evaluate in the interval setting the individual ac-
cidental risk of injury to personnel of a certain conventional 
HIF caused by FB heat flow: 

 , (13)

where Pav is the probability of realization of this accident 
scenario, year-1.

Let us assume that in the present case FB appears after 
the explosion of an RGS-100 (steel horizontal reservoir) 
situated in its territory and containing isopropyl alcohol that 
was affected by fire. Let the probability Pav be evaluated with 
the value Pav ∈ [3.8; 5.7]×10-5 year-1.

Let us further assume that:
- according to reliable statistical data:
a) HIF personnel within the lethal area of the accident: 

1) during 25% of the time (Px1 = 0.25) is at the distance 
of Х1 ∈ [70; 80] m from the reservoir, while during the 
remaining time (Px2 = 0.75) they are at the distance of 
Х2 ∈ [80; 100] m;

b) mass m0 of isopropyl alcohol in the reservoir: a) dur-
ing 20% of the time (Pm01 = 0.2) m01 ∈ [30 000; 40 000] 
kg; b) during 50% of the time (Pm02 = 0.5) m02 ∈ [40 000; 
50 000] kg, and c) during 30% of the time (Pm03 = 0,3) m03 
∈ [50 000; 60 000] kg;

- the average monthly free air temperature in the HIF 
area is the same as the values cited in the previous section.

We will perform interval calculation of the individual 
accidental risk Rind of the considered accident scenario for 
HIF personnel using INTLAB by three methods: a) naive; 
b) with alleviation of the parameter correlation of the model 
using the simplest Moore method; c) accounting for avail-
able statistical information (by formula (2). Let us present 
the findings in the summary table. 

An analysis of the table shows that the suggested meth-
ods allow significantly improving the results of interval 
calculations (narrowing the intervals) by reducing the 
computational uncertainty.

Along with those described in this paper, there are other 
methods (affine arithmetic, global optimization) that allow 
efficiently mitigating unjustified widening of the interval 
calculation results.

Conclusion

Interval methods of accidental risk calculation allow 
not only taking into consideration the uncertainty inherent 
to the problem’s parameters, but use it, which provides for 
quantitative evaluation of the problem’s target indicators. 
As the result of calculations in the interval setting, the risk 
indicators are also presented in intervals, which is perfectly 

natural and adequate in the context of emergency safety of 
hazardous technical facilities.

At the same time, calculation in the natural (naive) version 
of interval analysis due to its specificity can be associated 
with significant disproportional growth of the width of the 
calculation result interval. As of today, there are efficient 
methods of finding the ranges of values of interval-valued 
functions enabling results free of parasite widenings.

The paper presents the results of interval calculations of 
the individual accidental risk of one of the simple emergency 
scenarios in three ways: a) the natural method; b) with reduc-
tion of the cohesiveness of model parameters; с) with the use 
of the available reliable information on the behaviour of a 
number of the problem’s parameters within their intervals. 
It is shown that the second and, specificity, the third methods 
allow significantly reducing the width of the interval of the 
target accidental risk value.
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