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Method of dependability assessment of spacecraft in 
design and engineering studies
Vladimir Ya. Gecha, A.G. IosifianResearch and Production Corporation Space Monitoring, Information, Control and 
Electromechanical Systems, Russian Federation, Moscow 
Ruslan N. Barbul, A.G. IosifianResearch and Production Corporation Space Monitoring, Information, Control and Elec-
tromechanical Systems, Russian Federation, Moscow 
Nikolay I. Sidniaev, Bauman Moscow State Technical University, Russian Federation, Moscow 
Yulia I. Butenko, Bauman Moscow State Technical University, Russian Federation, Moscow 

Abstract.The paper examines the matters of operational dependability of space systems (SS), 
efficiency of complex systems, use of redundancy in spacecraft (SC) design. It presents meth-
ods of predicting the dependability of designed devices, design of devices with desired de-
pendability and comparison of dependability of various SS. For that purpose, the authors set 
forth the fundamentals of the dependability theory for SS design, methods of collection and 
processing of data of equipment dependability based on the results of operation and special 
dependability tests. Methods, mathematical models are developed, the equipment architecture 
at the stage of design and manufacture is analyzed. The paper also cites the design ratios for 
various tested types of redundancy, lifetime extension of SC units based on the residual oper-
ating life estimation method. The existing methods of dependability analysis are classified and 
examined. The authors outline the problems of ambiguity of information of the input data in 
case of classical computing. The effect of nominal deviations of the external effects, irregularity 
of the failure rate, non-linear nature of the effect of external factors on the dependability are 
examined. The paper also takes a look at the way the external factors affect the dependability 
and the degree to which such factors are taken into consideration in the existing methods. It is 
noted that the qualitative, technical and organizational (design and software) requirements for 
dependability in the technical specifications for each stage of elements and SS development, 
shall be observed and confirmed at the respective stage of activities. The paper presents the 
methods of estimation of technical item operating life with the focus on those based on the 
physical premises of operating life depletion.Attention is drawn to the importance of the eco-
nomic aspect in the research dedicated to SS lifetime extension.

Keywords: dependability, methods, operating life, design, spacecraft, operating life assess-
ment. 
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Introduction

The stages of design, starting from the development of 
the technical specifications for a system to the delivery of 
technical documentation for prototype production are of key 
significance within the overall problem of ensuring depend-
ability of spacecraft (SC). An important activity that governs 
the relationships among all the parties involved in the SC de-
velopment is the substantiation of the dependability program 
(DP) of a product as a whole, its components and element, 
as well as the development and approval of the procedure 
of dependability requirements confirmation at all stages of 
development [1-4]. For that purpose, DP models, standard 
DP and dependability confirmation models (procedures) 
are used. After the selection of all project, architectural, 
design and process engineering solutions before the final 
formalization of a project by the company’s dependability 
service jointly with the developing units, the design outputs 
are evaluated in terms of dependability and the adopted 
solutions are adjusted [5-8].

SC is a complex multicomponent system that includes 
both hardware and software components [9-12]. Conse-
quently, their operation involves real-time supervision of 
their characteristics and state analysis. Dependability is one 
of the primary characteristics of a technical system [3]. Ac-
cording to the Russian national standard, dependability us 
understood as the property of and item to maintain in time 
and within the set limits the values of all parameters that 
characterize the ability to perform the required functions in 
specified modes and conditions of operation, maintenance, 
repairs, storage and transportation [4]. Due to the complex-
ity of SC structure (and, subsequently, complex nature of 
relations among the individual components), the process of 
obtaining the numerical values of dependability indicators 
becomes more complicated as well [5-8].

The methodological aspects and 
objectives of the problem

A number of methods and measures are used for pre-
vention and detection of failures related to the design, 
manufacture and operation, as well as protection of system 
elements from their consequences. If preliminary studies of 
system efficiency determine the required quantity and level 
of guaranteed mission completion, the minimal required 
level of product dependability can be clearly determined by 
estimating and minimizing the total cost of development and 
application, i.e. program execution as a whole [6, 7].

Development of a limited use system (tens of items). In 
this case all components of the total cost must be taken into 
consideration: costs of system development, manufacture 
and operation of the whole fleet of products that ensures 
mission completion not less than Nreq times (required number 
of products) with the guarantee not lower than γreq [9-12]. 
Specifying system and components dependability require-
ments involves:

• making a list of dependability indicators,

• definition of dependability norms (specification of the 
required quantitative values of dependability indicators of 
system components),

• definition of confidence probability or mean square 
deviation norms, that must be observed while confirming 
the standard values of system dependability indicators by 
the time the state tests are complete,

• specification of managerial and technical requirements 
for dependability per system elements,

• definition of the procedure of confirmation of depend-
ability requirements per design stages of system compo-
nents.

In the general formulation, the dependability norms 
definition is as follows [8, 9,13].

Let SC consist of N elements integrated with a certain 
structure and performing certain functions. The following 
are known [9, 10, 14]: type of joint density of SC element 
failures (τi), , required value (or a series of 
values) of the system dependability indicator P, functions 
of relations between dependability and considered factors 

,  distribution function 
of faultless operation time of components , 

 objective function (functional)  
where Pi is the pointwise value of the dependability estimate 
of the i-th element, Фν is the considered ν-th factor, S is the 
number of factors under consideration, L is the number of 
functions of relations.

It is required to find such values of elements’ depend-
ability that optimize the objective function g [1, 9].

If it is required to design a SC with minimal cost or mass, 
the cost or mass g = C, or g = M are cho-
sen as the objective function, 

The solution involves finding vector  
t ha t  min imizes  C  o r  M ,  i . e .   

 o r  
 if  If the task consists in 

maximizing function  under the given cost (or mass) 
limitations, then Vector P is found that 
maximizes , i.e.  if  or 

 if  Norm definition often 
takes into consideration not only system dependability 
requirements, but safety requirements as well. Then, the 
problem is solved using the safety function as function 
, i.e. B = ,then condition  Is verified.
If it is fulfilled, the problem is solved, if not, the solution 
continues starting from vector , i.e. vector that satis-
fies the solution at the first stage.

Methods of specific implementation

In the process of creation of space technology products 
that have no analogs and prototypes, instead of strict standard 
values of dependability indicators, algorithms and methods 
of specification and norm definition of quantitative depend-
ability requirements are developed that take into considera-
tion the characteristic aspects of application of a SC and its 
element [15,16], as well as the actual limitations.
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Let us examine the application field of probabilistic 
dependability indicators as the basis for ensuring guaran-
tees depending on the scope of SC application [4, 5, 7].
Let the objective of a one-off program of creation and 
application of a single-use satellite consist in satisfying 
the need for Nreq of such products. The required satellite 
operation time is specified, probability of no-failure R is 
used as the product dependability indicator. The depend-
ence between the level of product dependability and the 
cost as part of the dependability program is known to be 
R = R1R2R3, where  
is the dependability component, that takes into con-
sideration the effect of components failure subject to 
redundancy,  is the 
dependability component that takes into consideration 
the quality level of manufacture and quality assurance, 

 is the dependability 
component that takes into consideration the quality level of 
maturity, R10, R20, R30 are the initial (minimal) levels of com-
ponents R1, R2, R3 that correspond to the minimal expenditure 
C10, C20, Nот0 of resources C1, C2 and products Ned spent on 
the experimental development, α1, α2, α3 are the parameters 
that define the growth rate of components of indicator R as 
the costs increase.

Possible solutions and strategies take into consideration 
the fact that achieving the specified objective is possible 
both through increased expenses on higher level of depend-
ability of each item and through extended scale of products 
manufacture [14].

As when N SC are manufactured, the number of SC 
Ns that successfully completed their mission is random, 
the practically achievable guarantee would be γ, where 

. Each solution is defined by the vector 
of components R1, R2, R3 or corresponding costs C1, C2, Nот, 
which unambiguously defines level R. For the specified γ 
and Nreq subject to known R the number of manufactured SC 

 can be clearly identified that guarantees 
successful mission completion. The total costs of program 
implementationСΣ can be identified using the dependence 

. The rationality (optimality) of the 
solution that involves the definition of the required level of 
dependability of the product and allocation of resources to 
dependability assurance measures consists in the minimiza-
tion of the total cost of development and manufacture of the 
required number of SC [11, 15] that guarantees successful 
operation of Ns ≥ Nreq products. As the outcome set we will 
use the sample space. Each sample event ωi consists in the 
fact that the use of N SC resulted in exactly Ns = i successes. 
From the point of view of achieving the set goal the whole 
outcome set W can be divided into two subsets W1 and W2 
such that

; 

.

In this context the probability of event 

under the known probability of no-failure of SC is identified 
according to formula [4]:

.

This formula defines the probability measure over the 
realm W.The event W1 is the union of all ωi under i ≥ Nreq, 
therefore its probability is defined as the sum of probabilities 
of such sample events.

.

This probability ensures the level of practical guarantee 
of successful program performance. In order to ensure the 
required level of guarantee γ under known values of R and 
Nreq we can increase N thus redefining the space W1 until 
we obtain compliance with condition  [2]. The 
value of N will be equal to the target value NG. Thus, we 
will find the possible ways of constructing the functional 
correspondences .If the set R is taken as a space 
of strategies, out of which must be chosen the value Red that 
ensures the minimal total cost of program implementation 

, correspondence φ solves a part of the problem: for each 
R it defines NG. The solution is complicated by the fact that 
dependability R can be ensured by various combinations of 
components R1, R2, R3. Ineach particular case the problem 
of auxiliary optimization can be defined and solved. For 
instance, that may include finding vector R1, R2, that ensures 

 under minimal cost .The procedure of 
extremum seeking is set forth in [2, 9] as part of a program 
that defines the dependence of unit costs  and 
standardized unit costs , where , 
from the required number Nreq for specific sets of input data 
[11]. Additionally, calculations can help identify the cost 
component associated with the compensation of statistical 
instability of the result as compared to the mathematical 
expectation

,

as well as the cost component associated with assurance 
of dependability

.

The analysis of the last two formulas allows identifying 
the range of values of mass product manufacture with vari-
ous capabilities of using probabilistic requirements as the 
basis of guaranteeing success [1, 4, 12]. For mass-production 
items (Nreq > 103) the additional cost of ensuring guaranteed 
results that compensate for the statistical instability of ran-
dom phenomena relative to average ones account for several 
percent of the total cost of program and an insignificant 
fraction of the total cost of the dependability program. For 
serial production items (Nreq > 102) the costs associated 
with the instability compensation account for 10% of the 
total cost and about 20 % of the cost of the dependability 
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program. For low-volume items (Nreq of tens) the costs as-
sociated with the instability compensation account for 25% 
of the total cost and up to 50 % of the DP cost. Finally, for 
unique items (Nreq of several units) the costs associated with 
the compensation of statistical instability through larger 
scale manufacture can be several times higher than the 
initially planned cost of the program, which is obviously an 
unacceptable way of ensuring a guaranteed result. Analysis 
shows the applicability of stochastic determinism in ensuring 
guarantee. In the context of the above example, the depend-
ence between the achieved level of product dependability 
and the expired costs is assumed to be defined by functional 
correspondence  with the following properties: 

, 

which allows finding clearly the best strategy of cost alloca-
tion that ensures the maximum indicator R to the definition of 
the acceptable error of the extremum seeking procedure.

The only type of considered uncertainty consists in the 
uncertainty of functional correspondence, i.e. the random 
nature of the number of successes. The principle of guaran-
teed result allows eliminating this uncertainty through the 
introduction of the level of practical guarantee and construc-
tion of domain .

The next step in accommodating the problem definition 
to the real-world problems consists in accounting for the 
uncertainty of correspondence  that, in a fairly 
general case, can be defined with a joint distribution of the 
constants that make the correspondence. Consistent ap-
plication of the principle of guaranteed result is based on 
the construction of a confidence interval  with the 
level of practical guarantee of assurance γas. The practical 
guarantee of successful program performance γ now depends 
on both the guarantee of assurance γas and the guarantee of 
successful application γap: γ = γasγap. Such definition of the 
problem would suggest an investigation into the expediency 
of the strategy of experimental confirmation of the achieved 
level of dependability[2].

Let us assume that for the purpose of confirming a certain 
level of dependability Rn it is planned to test n SC. The result 
of each test {n, m}, where m is the number of successful 
tests, are random and on the assumption of independence 
of outcomes have the probability

,

where Rdep is the level of assured dependability. For each 
outcome {n, m} a conditional density of the Bayesian esti-
mate of the confirmed level of dependability Rn

.

The weight-average conditional density of the estimate 
of the confirmed level of dependability will be:

.

Using this dependence, the functional correspondence 
can be obtained, . In order to confirm 
the level Rn while testing n products with dependability Ras, 
a dependence of the following type should be used:

.

In case of high n (around 20 and more) and m ≥ 1 the 
calculatedγn can be simplified using a normal approxima-
tion of the a posteriori density of distribution with disper-
sion . Thus, for instance, the solution 
results of the problem of optimal values of Ras, n,γn, C, 
NGfor the level of guarantee γ = 0.9 for product appli-
cation programs of various scope suggest insufficient 
efficiency of probabilistic indicators alone in planning 
unique product creation programs. At the same time, for 
programs with the scope of product application above a 
hundred, for ensuring the guarantee of 0.9 the optimal 
share of costs for dependability confirmation is 10%, 5% 
and 2% of the total cost for the scope of application 100, 
500 and 2000 items respectively. The difference between 
the achieved and confirmed levels of guarantee goes down 
from 0.15 to 0.06.

Calculations show that confirmation of dependability is 
more efficient in cases of large scopes of application. In case 
of small scopes of application the priority funding should 
be directed towards ensuring dependability. The form of 
dependence Ras = f(C) is defined based on the experience of 
the previous DP of similar products, which does not rule out 
the possibility of new unforeseen problems, types of fail-
ures, etc. In this context, it would be reasonable to develop 
efficient protection measures as part of DP that – by means 
of higher quality of SC application management – may 
enable the solution of the problem under a higher level of 
initial uncertainty.

Conclusions

The paper proposes a new approach to the analysis of 
operational dependability of multicomponent space systems 
(SS) that allows significantly improving and simplifying 
the analysis and supervision of dependability. One of the 
advantages of the developed method is that in situations 
when there is still not enough statistical information, expert 
judgement is the source of input data for dependability model 
setting, while subsequently operational data is used. Thus, 
a system’s dependability model is maintained up to date 
throughout its life cycle stages.

The existing methods of dependability analysis are 
classified and examined. The authors acknowledge the 
problem of insufficiency of information for classical com-
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puting, disregard of such factors as the effect of deviations 
of the operating mode or external effects, irregularity of 
the failure rate, non-linear nature of the effect of external 
factors on the dependability. The paper examines the 
way the external factors affect the dependability and the 
degree to which such factors are taken into consideration 
in the existing methods. The problem of dependability 
analysis is formulated. The qualitative, technical and 
organizational (design and software) requirements for 
dependability in the technical specifications for each stage 
of elements and SS development, shall be observed and 
confirmed at the respective stage of activities. The confir-
mation does not require a statistical experiment, which is 
their major advantage. The design rules for dependability 
currently under development in a number of branches of 
the aerospace industry, i.e. a system of quantitative and 
qualitative requirements and rules to be observed during 
the development of SC, significantly contribute to the 
reduction of costs of experimental research of SC and, 
in general, creation of highly dependable products at the 
stages of design and engineering development. Although 
it should be noted that the proposed method of estima-
tion is examined only for the case of space technology 
products as part of SS, and it may be the starting point 
for the development of specific methods of evaluation of 
the economic efficiency of lifetime extension of specific 
types of space technology.
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Study of the beta-factor model application for common 
cause failure modeling  
Alexander V. Antonov, JSC RASU, Russian Federation, Moscow
Valery A. Chepurko, JSC RASU, Russian Federation, Moscow
Alexey N. Cherniaev, JSC RASU, Russian Federation, Moscow

Abstract. Aim. Common cause failures (CCFs) are dependent failures of groups of certain 
elements that occur simultaneously or within a short period of time (i.e. almost simultaneously) 
due to a single common cause (e.g. a sudden change of climatic operating conditions, flooding 
of premises, etc.). A dependent failure is a multiple failure of several elements of a system, 
whose probability cannot be expressed as a simple product of the probabilities of unconditional 
failures of individual elements. ССА probabilities calculation uses a number of common models, 
i.e. the Greek letter model, alpha, beta factor and their variants. The beta-factor model is the 
most simple in terms of simulation of dependent failures and further dependability calcula-
tions. Other models, when used in simulation, involve combinatorial enumeration of dependent 
events in a group of n events that becomes labour-intensive if the number n is high. For the 
selected structure diagrams of dependability, the paper analyzes the calculation method of 
system failure probability with CCF taken into account for the beta-factor model. The Aim of 
the paper is to thoroughly analyze the beta-factor method for three structure diagrams of de-
pendability, research the effects of the model parameters on the final result, find the limitations 
of beta-factor model applicability. Methods. The calculations were performed using numerical 
methods of solution of equations, analytical methods of function studies. Conclusions. The pa-
per features an in-depth study of the method of undependability calculation for three structure 
diagrams that accounts for CCF and uses the beta-factor model. In the first example, for the 
selected structure diagram out of n parallel elements with identical dependability, it is analyti-
cally shown that accounting for CCF does not necessarily cause increased undependability. In 
the second example of primary junction of n elements with identical dependability, it is shown 
that accounting for CCF subject to parameter values causes both increased and decreased 
undependability. A number of beta factor model parameter values was identified that cause 
unacceptable values of system failure probability. These sets of values correspond to relatively 
high model parameter values and are hardly practically attainable as part of engineering of real 
systems with highly dependable components. In the third example, the conventional bridge 
diagram with two groups of CCFs is considered. The complex ambivalent effect of beta factor 
model parameters on the probability of failure is shown. As in the second example, limitations 
of the applicability of the beta-factor model are identified.

Keywords: common cause failure, total cause failure, independent failures, dependent fail-
ures, antithetic events, beta factor, undependability function.
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Introduction

Today’s dependability analysis of complex systems 
often includes taking into consideration possible com-
mon cause failures (CCFs). CCF is a failure of two or 
more structures, systems or components due to a single 
specific event or single specific cause [1]. A simultaneous 
failure of two or more structures, systems or components 
is caused by certain shortcomings associated with the de-
sign or manufacture, errors of operation or maintenance 
that manifest themselves as the result of natural effects, 
operational processes in a nuclear powerplant, human ac-
tions or internal events within the control and supervision 
system [2]. As an example, we can mention the blocking 
of a number of safety systems as the result of a wrong de-
cision taken by the personnel of the Chernobyl NPP. The 
existing CCF classification includes failures caused by 
internal or external effects, failures caused by personnel’s 
errors, general failures due to commonality of design or 
operating conditions.

There is a number of probabilistic methods of accounting 
for ССF, i.e. the alpha-factor model, Greek letter model, 
beta-factor model, etc. The beta-factor model is one of 
the simplest ones. It considers either single independent 
failures of a group’s elements that have a common cause 
(CCF groups), of simultaneous failure of all elements of a 
CCF group. The other models consider the possible failure 
of random subgroups of a CCF group. In this case, depend-
ing on the specific model, in a certain manner, the vector is 
found of the parameters corresponding with the probability 
of CCF of a group of the specified size. As the beta-factor 
model involves the CCF of the whole group, it contains the 
single parameter β. 

The aim of this paper is to investigate how accounting 
for CCF using the beta-factor model affects the probability 
of failure of various structure diagrams. Aside from finding 
the dependence between the probability of system failure 
and the model parameter β, in each case the probabilities 
of failure are analyzed to determine the possible limitations 
of the model.

CCF in parallel structures 

Let us analyze the dependability of the parallel (backup) 
structure in terms of dependability subject to CCF. Let the 
system consist of n parallel equally dependable elements 
with the probability of failure q each. Obviously, not ac-
counting for CCF, the system’s probability of failure will 
be equal to qn.

Let us assume that all n element can fail due to one com-
mon cause. In this case the following events will be possible: 
ij, independent failure of the j-th element, C, dependent CCF 
of all elements.

According to the assumptions of the beta-factor model, 
a failure of any element of the group may occur due to an 
independent or common cause identical for all the elements, 
i.e. events ij and C will be antithetic. The probabilities of 

such events will be proportional to q, i.e. the probability of 
total cause failure of an element.

  (1)

Non-negative proportionality factor β depends on many 
factors, such as system structure, redundancy method, oper-
ating conditions, etc. Normally, this coefficient is quite low 
and technical systems contain highly dependable elements, 
i.e. the probability of failure q is also low. In this context, 
the use of the beta-factor model normally yields paradoxical 
or even impossible results. In case of relatively high values 
of β and q it is quite possible to attain them.

The logic function of operability subject to CCF will be 
as follows:

,

the probability of failure Q(Ys) will be defined by the 
formula:

 (2)

Let us examine (2) in order to identify possible problems 
with the calculations.

Whereas , then . 
Therefore, the probability of failure (2) will not exceed one. 
I.e. the normalization requirement for the parallel structure 
will be fulfilled.

Let us verify the commonly held opinion that accounting 
for CCF in redundant structures causes increasing probabil-
ity of failure of the system. For that purpose, let is identify 
the parameter values of the CCF model that enable a relative 
growth of dependability of a parallel structure system when 
accounting for CCF. Obviously, the following condition is to 
be fulfilled in order to enable a growth of dependability:

After a simplification we obtain the following condi-
tion: 

 
. (3)

If (3) is fulfilled, the dependability of a parallel structure 
calculated subject to CCF will be higher than the depend-
ability calculated otherwise. Figure 1 shows the dependence 
graphs of function qβ,n of parameter β under various n.

Let us assume that parameter β>0. Then, if the total cause 
probability q is lower than boundary qβ,n, accounting for CCF 
will cause decreased dependability of a redundant system. 
This effect is what is normally expected as the natural reac-
tion of the beta-factor model to accounting for CCF. If q=qβ,n, 
accounting for CCF will not affect the dependability of the 
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system. And finally, if q>qβ,n, accounting for CCF will, sur-
prisingly, cause increased dependability of the system. Let 
us take, for example, β=1/4, q=3/4, n=2. The probabilities of 
failure accounting and not accounting for CCF will be equal 

to  and  respectively.

In order to get this effect clarified, let us examine an ex-
treme situation. Let us assume that q=1, i.e. the probability 
of total cause failure of one element equals 1. In this case 
the probability of failure not accounting for CCF will be 
equal to 1 as well. If n≥2 and β∈(0,1), accounting for CCF 
will have the following result

The probabilities of one independent failure and CCF of 
any element will be respectively equal to (1–β)uβ. It turns 
out that the unitary probability of failure was decomposed by 
the beta-factor model into two components conditioned by 
the cause of failure. If the system consisted of one element, 
the probability would not decrease: (1–β)+β=1. In case of the 
redundant structure the probability of failure decreased due 
to the “rigidity” of the assumptions of the beta-factor model. 
The failure of j-th element is a disjunction of antithetic events 

 System failure is a conjunction of . If an 
event of type  (1-st, 2-nd and n-th ele-
ments failed due to an independent cause, the others failed 
due to the common cause) and all possible combinatorial 
enumerations of such events that are present in other models 
of accounting for CCF (alpha-factor model, Greek letters 
model, etc.) were possible, the probability would probably 
be higher. However, in the beta-factor model such events are 
impossible as, for instance, event  is impossible.

On the other hand, the change of behaviour of the de-
pendability (or undependability) function under various 
parameter values can be explained quite simply by conduct-
ing a qualitative analysis of the undependability function, 

analyzing, among other things, the derivatives of q and β. 
The derivative of function Q(Ys) of q will be defined by 

the formula:

 if β∈(0,1),

i.e. growing undependability of the element causes grow-
ing undependability of a parallel system as a whole.

Now, let us take a derivative of another parameter

 
. (4)

Let us analyze (4). The derivative is equal to 0 in the 
critical point 

 
 (5)

The critical point is attainable if βcrit.∈(0,1).. Condi-
tion βcrit.<1 is fulfilled, while βcrit.>0 occurs when and only 
when

Let us note that 

Thus, if  derivative (4) for any values 

of β will be positive, since  and the critical 

point is outside the interval [0,1]. Therefore, increasing β 
will cause, as expected, increasing undependability. 

Figure 1. Boundary values of qβ,n
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If , there will be a point of extremum 

(5), and, as derivative (4) is positive for β=1, the critical 

point will be the minimum point. Then,  and 

the undependability function will paradoxically decrease 
with respect to parameter β. That is the complete proof of 
the behaviour of the undependability function.

CCF in serial structures

In this section, let us analyze the dependability of the 
serial (primary) structure in terms of dependability subject 
to CCF. Let the system consist of n serial equally depend-
able elements with the probability of failure q each. Not 
accounting for CCF, the system’s PNF will be equal to 

The logic function of operability subject to CCF will be 
as follows:

.

PNF subject to CCF is

 (5)

Similarly to the parallel structure, accounting for CCF 
may either reduce or increase the dependability of the pri-
mary junction. In order to identify the boundary values of 
qβ,n it is obviously required to solve the following algebraic 
equation:

 . (6)

Figure 2 shows dependence graphs of function qβ,n of 
parameter β under various n. The solution of equation (6) 
was obtained by means of the numerical method of segment 
bisection.

If the probability for any reason q is lower than bound-
ary qβ,n, accounting for CCF will cause increased depend-
ability of a serial system. If q=qβ,n, accounting for CCF 
will not affect the dependability of the system. And finally, 
if q>qβ,n, accounting for CCF will cause decreased de-
pendability of the system. Let us, as previously, take, for 

example, , , n = 2. The probabilities of failure 

accounting and not accounting for CCF will be equal to 

 and   

respectively.
As above, let us try to explain the change of the behav-

iour of the dependability (or undependability) function 
under various parameter values by conducting a qualitative 
analysis addressing, among other things, the derivatives 
of q and β. 

The derivative of function Q(Ys) of q will be defined by 
the formula:

 if β∈(0,1).

Growing undependability of the element causes growing 
undependability of a parallel system as a whole.

Derivative per another parameter

 
. (7)

Let us analyze (7). The derivative is equal to 0 in the 
critical point 

  (8)

The critical point is attainable if βcrit.∈(0,1). Condition 
βcrit.<1 is obviously fulfilled, while βcrit.>0 occurs when and 
only when

Figure 2. Boundary values of qβ,n
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Thus, if , derivative (7) for any 

values of β will be negative, as  

if n≥2 and the critical point is outside the interval [0,1]. 
Therefore, increasing β will cause, as expected, decreasing 
undependability.

If , there will be a point of extremum 

(8), and, as derivative (7) is negative for β=1, the critical 

point will be the maximum point. Then,  and 

the undependability function will increase with respect to 
parameter β. 

Unlike in the parallel structure, in the serial structure for 
each β there are limit values of the probability of failure due 
to any cause for each element, exceeding which may bring 
about unacceptable values of probability of system failure. 
In order to identify such values, the following equation 
must be solved:

 . (9)

An unacceptably high value of probability of failure is 
directly associated with the assumptions of the beta-factor 
model. In terms of logic algebra, out of the occurrence of 
event C follows that no independent cause failures took 
place, i.e. . In this case 

 i.e.

Thus, for instance, if  the range of 
acceptable values of probability q will be the area beneath 
the curve in figure 3.

Let us, as previously, take, for example, β=0,1, q=0,9, 
n=2. The probabilities of failure accounting and not account-
ing for CCF will be equal to  
and 1–(1–q)n=0,99 respectively.

CCF in bridge diagram

Let us research the effect of beta factor model parameters 
in a bridge diagram. The structure of a bridge diagram is 
shown in figure 4. Let us assume that there are two differ-
ent common causes of failure of several bridge elements 
at once: 

– common cause a that may cause simultaneous failure 
of elements 1 and 2,

– common cause b that causes simultaneous failure of 
elements 3 and 4.

1

2

3

4

5

Figure 4. Bridge diagram

Thus, elements 1 and 2 form the first CCF group, while 
elements 3 and 4 form the second one. Evidently, those 
two groups do not contain identical elements, although, 
in general, one element can simultaneously be part of 
several CCF groups. Such situation is to be considered in 
the next paper.

Figure 3. Acceptable values of q
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Let βa and βb be parameters of the beta-factor model in 
the respective groups. In this case the following events are 
possible: i1 is independent failure of the 1-st element, i2 
is independent failure of the 2-nd element, Ca is depend-
ent CCF of the 1-st element and 2-nd element (group а), 
figure 5. Similarly, the events from the second CCF group 
can be shown in this same sample space: i3 is independent 
failure of the 3-rd element, i4 is independent failure of the 
4-th element, Cb is dependent CCF of the 3-rd element and 
4-th element (group b).

Figure 5. Events in case of CCF

Figure 5 shows possible mutual location of the events in 
a group. Importantly, antithetic (mutually exclusive) pairs 
of events will be the following: i1 and Ca, i2 and Ca, i3 and 
Cb, i4 and Cb. Let us indicate the event xk, the k-th element 
is operable, k = 1, …, 5. Then,

   

The logic function of inoperability will be as follows

  (10)

where  and 
Let all the elements be equally dependable and the prob-

abilities of their total cause failures be equal to q. In this 
case the undependability of the bridge regardless of CCF 
will be equal to:

  (11)

Let us substitute the events A and B involved in (1) 
and containing  and  with independent and CCF 
events:

Let us identify the probabilities of such events:

  (12)

where .

In order to calculate the probability of event B, let us use 
the addition theorem that, in the case of antithetic events of 
a CCF group will result in the following:

where .

Upon the substitution of the obtained results and sim-
plification, we will obtain the bridge’s undependability 
subject to CCF:

  (13)

where the polynomial coefficients are defined by the 
following formulas:

,

,

,

,

.

As the result of the conducted research of function (13) 
the following dependences were identified.

If q≤0,5 undependability Q(Ys) classically monotonically 
increases per each parameter βa, βb (figure 6). I.e. when 
calculating a bridge with highly dependable elements no 
unexpected effects were identified.

If q∈(0,5,≈0,85) the undependability function has a 
global minimum. In the vicinity of point (0,0) the unde-
pendability decreases if each parameter increases (figure 7). 
When the minimum point has been reached, further increase 
of CCF parameters causes growing undependability. If 
βa=βb=1 maximum undependability is reached. Thus, in 
case of average undependability of the bridge’s component 
elements accounting for CCF may cause a reduction of un-
dependability of the system as a whole. The value 0.85 was 
obtained visually, accurate estimation requires an analytical 
study of (13).

If q∈(≈0,85,≈0,91) the undependability function has a 
complex dependence: four local boundary minimums and 
one maximum (figure 8). In the vicinity of point (0,0) the 
undependability decreases if each parameter increases. 
When the minimum point has been reached, further in-
crease of CCF parameters causes growing undependabil-
ity. Further behaviour depends on the specific parameter 
values. If βa=βb=1 maximum undependability is reached. 
In case of high undependability of the bridge’s component 
elements accounting for CCF may cause a reduction (in 
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case of low βa, βb) or an increase of undependability of the 
system as a whole.

If q∈(≈0,91,1) the undependability function has, as 
previously, a complex dependence: four local boundary 
minimums and one maximum (figure 9). In the vicin-
ity of point (0,0) the undependability decreases if each 
parameter increases. When the minimum point has been 
reached, further increase of CCF parameters causes 

growing undependability. Further behaviour depends 
on the specific parameter values. If βa=βb=1, maximum 
undependability is reached. It must be noted that there 
is a range of unacceptable values of parameters βa, βb, 
under which the systems’ undependability assumes a 
value higher than one. Thus, a serial structure does 
not necessarily have unacceptable beta-factor model 
parameter values.

Figure 6. Bridge undependability function (q=0,3)

Figure 7. Bridge undependability function (q=0,7)
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Conclusion

The paper conducts a mathematical research of the beta-
factor model of accounting for CCF. The research covered 
three dependability diagrams: parallel, serial and bridge. 
The two latter diagrams reveal the problem of unaccept-
able beta factor model parameter values in case of high 
undependability of component elements. For all three de-
pendability diagrams it is shown that increasing beta factor 

model parameters do not necessarily cause the growth of 
undependability.
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Estimation of the gamma-percentile life for the binomial 
test plan
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Abstract. In today’s industry of highly dependable, unique, complex products, it is a common-
place situation when it is required to obtain an estimate of gamma-percentile storing life (GPSL) 
or gamma-percentile time to failure (GPTF) (hereinafter referred to as GPL, meaning GPSL or 
GPTF respectively) based on tests that did not produce any failures. Normally, a test plan is 
classified as binomial tests or tests with limited time and recovery. GPTF is understood as the 
operation time during which no failure occurs with the probability γ expressed as percentage. 
Similarly, GPSL is understood as the total schedule time of product storage during and after 
which the product is able to perform the required function with the probability γ expressed as 
percentage. The Aim of this paper is to find such estimate of GPL that would be simple and 
more efficient as compared to the conventional one and not significantly inferior to the efficient 
estimate, if such exists, in terms of proximity to the GPL estimate in case a binomial test plan 
is used. Methods of research. The research of efficient estimates is based on the integrative 
approach that uses the construction of the choice rule (criterion) of efficient estimate specified 
on the vertical sum of biases of estimates selected out of a certain set based on the function 
of the distribution law parameter. Conclusions. The obtained estimate of GPL is simple and 
more efficient as compared to the conventional one and not significantly inferior to the efficient 
estimate, if such exists, in terms of proximity to the GPL estimate in case a binomial test plan 
is used. The obtained estimate of GPL has significant advantages, i.e. the estimate is efficient 
within a sufficiently wide range of estimates, it allows obtaining a value based on the results 
of tests that did not produce any failures. The obtained estimate of GPL is recommended for 
failure-free tests conducted using a binomial plan.
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Introduction

In today’s industry of highly dependable, unique, complex 
products, it is a commonplace situation when it is required to 
obtain an estimate of gamma-percentile storing life (GPSL) 
or gamma-percentile time to failure (GPTF) (hereinafter 
referred to as GPL, meaning GPSL or GPTF respectively) 
based on tests that did not produce any failures. Normally, 
a test plan is classified as type NNτ or NRτ, where N is 
the number same-type test objects; τ is the operation time 
(identical for each product); N (R) is the characteristic of 
the plan that indicates that the product’s operability after 
each failure within the testing time is not recovered (recov-
ered) [1]. GPTF is understood as the operation time during 
which no failure occurs with the probability γ expressed as 
percentage [2]. Similarly, GPSL is understood as the total 
schedule time of product storage during and after which 
the product is able to perform the required function with 
the probability γ expressed as percentage [2]. If the time to 
failure complies with the exponential distribution law with 
parameter T0 (mean time to failure, hereinafter referred to 
as MTF), the expected values of GPL (hereinafter referred 
to as tγ) is calculated according to formula:

  (1)

Problem definition

Let us consider the case of tests according to a binomial 
plan.

For a binomial plan, a sufficient statistic is (r) of observed 
failures and total operation time S(R,N,τ,ti) [1, 4, 5], R = r is 
the random number of failures, ti is the moments of failures, 
i=1,2,…,R, then for a binomial test plan the random value 
R (hereinafter referred to as r.v.) has a binomial distribution 
pN(k) [3, formula (1.4.55)] with parameters N and p, 0<p<1, 
i.e. r.v. R equal to the number of successful tests in a series 
of N independent tests, takes on whole-number values 0, 1, 
2, …, N with probabilities:

 . (2)

Distribution function FR(r,N,p) of binomial r.v. R will 
be written as 

 
. (3)

In order to estimate the GPL  it would be quite natu-
ral to use the conventional mean time to failure estimate 
constructed for an exponential distribution as the estimate 
of parameter T0 [1, 5]:

 if r > 0.

However, thus obtained estimate  has sig-
nificant disadvantages, i.e.: 

- the estimate is biased [1],

- the estimate is not efficient [1],
- the estimate does not allow obtaining value tγ based on 

the results of tests that did not produce any failures.
In order to solve the above problem, it suffices to find an 

unbiased efficient estimate ( ), if such exists in the class 
of consistent biased estimates. (The class of consistent esti-
mates that includes all estimates generated by the method of 
substitution, inclusive of the maximum likelihood method, 
contains estimates with any bias, including those with a fixed 
one, in the form of function of parameter or constant [3]). In 
some cases, the generated unbiased efficient estimates are 
quite lengthy and have a complex calculation algorithm [4]. 
They are also not always sufficiently efficient in the class 
of all biased estimates and not always have a considerable 
advantage over simple yet biased estimates in terms of 
proximity to the estimated value [6].

The Aim of the paper

The aim of this paper is to find such estimate of GPL 
(hereinafter referred to as ) that would be simple and 
more efficient as compared to the conventional one and not 
significantly inferior to the efficient estimate , if such 
exists, in terms of proximity to tγ in case a binomial test 
plan is used.

Methods of research and results

Let us consider the class of estimates that can be pre-
sented as , where  is the estimate of MTF for 
a binomial test plan.

In order to find the efficient estimate we will use integral 
characteristics [6]. Similarly to [6], let us construct a func-
tional (hereinafter referred to as ) based on the total 
squared deviation of the expected estimate  from tγ for all 
possible values ti, T0, γ, N and τ:

 
 (4)

where  is the mathematical expectation of the es-
timate. According to (3), the mathematical expectation 

 will be as follows:

An efficient estimate of GPL tγ must have the minimal 
value of functional of .

Let us take –ln(γ) outside the integral sign, then the for-
mula will become as follows: 

 
, (5)
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where 

In accordance with [6] the functional  (along with 
the functional ) in formula (5) assumes the minimal 
value, if the estimate of parameter T0 is substituted with 
its efficient estimate based on a sufficiently wide class of 
biased estimates. In this case, the implicit efficient estimate 

 from [6] should be used in the binomial test plan as the 
parameter of T0 (MTF): 

 
, (6)

where the probability of failure estimate  is obtained by 
solving the equation (see formula (3)):

.

Then, the efficient estimate of GPL  based on a suf-
ficiently wide range of estimates [6] will be as follows (see 
formula (1)):

  (7)

For failure-free tests the estimate  can be used for the 
NRτ as well. Thus obtained estimate of GPL tγ has significant 
advantages, i.e.: 

- the estimate is efficient within a sufficiently wide range 
of estimates [6],

- the estimate allows obtaining value tγ based on the results 
of tests that did not produce any failures and conducted using 
test plans of types NNτ or NRτ.

Examples

Example 1. As the dependability indicator of a product 
the gamma-percentile time to failure tγ (γ=0,9) is used, 
that must not be lower than 1500 h. Based on the results 
of 10000-hour-long failure-free tests of one product it is 
required to estimate tγ and verify the product’s compliance 
with the dependability requirements.

Out of formulas (6) and (7) follows that the estimate of 
the GPTF value will be 

Based on the estimates of tγ it can be concluded that the 
product complies with the requirements for the gamma-
percentile time to failure. The time within which not more 
than 10 % of products will fail will be 1519 h, which is in 
line with the product dependability requirements.

For comparison, let us mention the conventional solution 
of example 1.

Normally, for tests that did not produce any failures, pa-
rameter T0 (instead of point estimation) is estimated per the 
lower confidence contour (hereinafter referred to as LCC) 
of MTF with the confidence probability of γ = 0.9. Then, in 
accordance with [5] the result will be:

 h,

where  is the quantile of the x2 distribu-
tion with a 2r+1 degree of freedom (for the NRT test plan), 
(α = 1 – γ = 1 – 0.9 = 0.1) is the level of significance per 
GOST R 50779.26-2007.

 h.

Based on the conventional estimates of tγ it can be con-
cluded that the product does not comply with the require-
ments for the gamma-percentile time to failure. The time 
within which not more than 10 % of products will fail will 
be 777 h, which is not in line with the product dependability 
requirements.

The comparison of the conventional  
and proposed  estimates of gamma-
percentile time to failure tγ shows that for tests that did 
not produce any failures the conventional estimation using 
lower confidence estimates significantly underestimates the 
gamma-percentile time to failure tγ in comparison with the 
proposed estimation .

Example 2. In the conditions of example 1, based on the 
results of tests of ten products, one failure occurred at the end 
of the tests. It is required to estimate tγ and verify the prod-
ucts’ compliance with the dependability requirements.

Out of formulas (6) and (7) follows that the estimate of 
the GPTF value will be

Based on the estimates of tγ it can be concluded that the 
product complies with the requirements for the gamma-
percentile time to failure. The time within which not more 
than 10 % of products will fail will be 5947 h, which is in 
line with the product dependability requirements.

For comparison, let us mention the conventional solution 
of example 2.

Normally, parameter T0 is estimated in accordance with 
[5] using the following formula:

 h.
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Then,

 h.

Based on the conventional estimates of tγ it can be con-
cluded that the product complies with the requirements 
for the gamma-percentile time to failure. The time within 
which not more than 10 % of products will fail will be 
5265 h, which is in line with the product dependability 
requirements.

The estimate of MTF T01 is less efficient than estimate 
 [6]. Therefore, the estimate of gamma-percentile time to 

failure  is more efficient than the conventional estimate of 
the gamma-percentile time to failure . Then, the compari-
son of the conventional  and proposed 

 estimates of gamma-percentile time to 
failure tγ shows that the conventional estimation , as ex-
pected, significantly underestimates the gamma-percentile 
time to failure tγ in comparison with the proposed estima-
tion .

Example 3. As the dependability indicator of a product 
the gamma-percentile storing life tγ (γ=0,9) is used, that 
must not be lower than one year. Based on the results of 10-
year-long storage of one product it is required to estimate tγ 
and verify the product’s compliance with the dependability 
requirements.

Out of formulas (6) and (7) follows that the estimate of 
the GPSL value will be

Based on the estimates of tγ it can be concluded that the 
product complies with the requirements for the gamma-per-
centile storing life. The calendar time within which not more 
than 10 % of products will fail will be 1.519 years, which is 
in line with the product dependability requirements.

Conclusions

The obtained estimate of GPL  is simple and more 
efficient as compared to the conventional one and not sig-
nificantly inferior to estimate , if such exists, in terms of 
proximity to tγ in case a binomial test plan is used.

The obtained estimate of GPL  has significant advan-
tages, i.e.: 

- the estimate is efficient within a sufficiently wide range 
of estimates [6],

- the estimate allows obtaining value tγ based on the results 
of tests that did not produce any failures.

The obtained estimate of GPL  is recommended for 
failure-free tests conducted using a binomial plan.

References

Barzilovich EYu, Beliaev YuK, Kashtanov VA et al., [1] 
Gnedenko BV, editor. Voprosy matematicheskoj teorii na-
dezhnosti [Matters of mathematical dependability theory]. 
Moscow: Radio i sviaz; 1983 [in Russian].

GOST 27.002-2015. Industrial product dependability. [2] 
Terms and definitions. Moscow: Standartinform; 2016 [in 
Russian].

Shulenin VP. Matematicheskaya statistika. Chast 1. [3] 
Parametricheskaya statistika: ouchebnik [Mathematical 
statistics. Part 1. Parametric statistics: a textbook]. Tomsk: 
Izdatelstvo NTL; 2012 [in Russian].

Voinov VG, Nikulin MS. Nesmeshchennye otsenki i [4] 
ikh primenenie [Unbiased estimates and their application]. 
Moscow: Nauka; 1989 [in Russian].

GOST R 50779.26-2007. Statistical methods. Point [5] 
estimates, confidence intervals, prediction intervals and 
tolerance intervals for exponential distribution. Moscow: 
Standartinform; 2008 [in Russian].

Mikhailov VS. Implicit estimates for the [6] NBτ test plan. 
Reliability and quality of complex systems 2018;1(21):64-
71 [in Russian].

Mikhailov VS. Efficient estimation of mean time to [7] 
failure. Dependability 2016;4:40-42.

Ishkov AS, Zuev VD. Evaluation methodology of [8] 
C-percentile time to failure of electronic components in 
information-measuring systems by short-term test results. 
Dependability 2015;2:86-89.

Shvetsova-Shilovskаya TN, Gromova TV, Sokolov [9] 
FP, Ratushenko VG. Computational and experimental 
method for estimating reliability indicators of technological 
complex based on the results of its testing using prior infor-
mation on reliability derived from testing of its components. 
Dependability 2013;2:87-92.

Chumakov IA, Chepurko VA, Antonov AV. Estima-[10] 
tions of residual lifetime of alternating process. Common 
approach to estimations of residual lifetime. Dependability 
2013;2:65-79.

About the author

Viktor S. Mikhailov, Lead Engineer, D.I. Mendeleev 
Central Research and Design Institute of Chemistry and Me-
chanics, Russian Federation, Moscow, e-mail: Mvs1956@
list.ru

Received on: 25.11.2018



22

Neural network integration of classical statistical tests 
for processing small samples of biometrics data
Alexander I. Ivanov, Penza Research and Design Electrical Engineering Institute, Russian Federation, Penza
Evgeny N. Kuprianov, Penza State University, Russian Federation, Penza 
Sergey V. Tureev, Research and Design Institute for Communications and Control Systems, Russian Federation, 
Moscow

Abstract. The Aim of this paper is to increase the power of statistical tests through their joint 
application to reduce the requirement for the size of the test sample. Methods. It is proposed 
to combine classical statistical tests, i.e. chi square, Cramγr-von Mises and Shapiro-Wilk by 
means of using equivalent artificial neurons. Each neuron compares the input statistics with a 
precomputed threshold and has two output states. That allows obtaining three bits of binary 
output code of a network of three artificial neurons. Results. It is shown that each of such cri-
teria on small samples of biometric data produces high values of errors of the first and second 
kind in the process of normality hypothesis testing. Neural network integration of three tests 
under consideration enables a significant reduction of the probabilities of errors of the first and 
second kind. The paper sets forth the results of neural network integration of pairs, as well as 
triples of statistical tests under consideration. Conclusions. Expected probabilities of errors of 
the first and second kind are predicted for neural network integrations of 10 and 30 classical 
statistical tests for small samples that contain 21 tests. An important element of the prediction 
process is the symmetrization of the problem, when the probabilities of errors of the first and 
second kind are made identical and averaged out. Coefficient modules of pair correlation of 
output states are averaged out as well by means of artificial neuron adders. Only in this case 
the connection between the number of integrated tests and the expected probabilities of errors 
of the first and second kind becomes linear in logarithmic coordinates. 
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The problem of control of the data 
distribution law of small samples 

The problems of ensuring the reliability of unique criti-
cal systems [1, 2] are multifaceted and can be solved only 
through a set of organizational and technical measures. 
These problems are especially prominent in neural network 
biometrics. Each of us has a unique biometric image that is 
to be transformed into a cryptographic key or long access 
password generated through random symbols. The unique-
ness of the transformation is enabled by means of neural 
network learning, while the learning sample has a close to 
normal multidimensional data distribution law. The problem 
is that learning samples are small. In particular, the standard 
learning algorithm [3] is able to solve the task on samples 
of 20 examples, if this sample is obtained correctly and has 
no outliers (gross errors).

In cases of large biometrics data samples (200 tests and 
more) it is not difficult to test the hypothesis of normal 
distribution. The chi square criterion or any other statistical 
criterion can be used [4]. One of the problems of biometrics 
[5] is that its users do not wish to provide to an automatic 
neural network learning machine [3] 200 and more instances 
of their biometric image. Users feel satisfied having submit-
ted a learning sample consisting of 10 to 20 examples of 
their unique biometric image, for example, a handwritten 
password or voice password. Users perceive negatively the 
requirements to present more than 20 examples.

The situation is similar in botany, biology, and medicine. 
A plan breeder or a biologist is not able to quickly get a 
sample of 200 animals (plant specimens) with necessary 
rare characteristics. A sufficient sample for correct statistical 
estimation can be obtained after a long period of time by 
selecting and consolidating the desired rare characteristics 
over several generations.

There is a similar situation in medicine. Large samples 
are required to test statistical hypotheses. The subject 
matter of statistical processing of small samples is very 
popular, but the well-known recommendations [6, 7] do not 
significantly improve the situation. As a rule, improvements 
are achieved through the application of several statistical 
criteria [8].

An attempt could be made to enhance the known statisti-
cal criteria [9], but this does not result in major improve-
ments. As a rule, new statistical criteria or variants of earlier 
criteria individually provide poor results.

The main idea of this paper is the neural network integra-
tion of standard statistical criteria [4, 10, 11]. The progress 
achieved by the Russian neural network biometrics is very 
significant. Regulators of the Russian information security 
market have developed the GOST R 52633.xx Russian 
national series of standards that regulate a number of 
tough requirements for neural network biometrics. In this 
paper we will actually attempt to apply the well-developed 
mathematical techniques of neural network biometrics to 
new subject areas. At the same time, we will try to show 
that the very tough requirements of the Russian informa-

tion security regulators for the probability of error of the 
first and second kind can be fulfilled in other subject areas 
through the implementation of the primary recommenda-
tions of the GOST R 52633.xx series of neural network 
biometrics standards. 

Synthesis and adjustment of the chi 
square neuron with 5 inputs

When testing the normality hypothesis in practice, the 
Pearson’s chi square test is most often used. For a small 
sample with 21 tests, the formula for calculating the chi 
square criterion value is the following:

 , (1),

where ni is the number of tests in the i-th histogram in-
terval;  is the expected probability of tests being within 
the i-th histogram interval under the normal data distribution 
law of the checked sample. 

Let us note that in accordance with the national standard 
recommendations [10], the average number of tests within 
each of the histogram intervals is to be close to 5. That is 
the reason why in formula (1) summation over 5 histogram 
intervals for a small sample of 21 tests is used. 

When developing the formula in 1990, Pearson had no ac-
cess to computer technologies. For this reason, he was forced 
to look for asymptotic relations for infinitely large samples. 
Today the situation has changed. Any student is able to write 
a program that can produce millions of samples of 21 tests. 
Figure 1 shows the probability density distribution of the 
chi square criterion values for samples with a normal and 
uniform value distribution law. 

Figure 1. Distribution of chi square criterion values for samples 
with a normal and uniform value distribution law 

Let us note that artificial neurons are configured in 
such a way as to effectively divide input data into two 
classes: normal and uniform [12]. Figure 1 shows that the 
threshold element of the chi square neuron divides the 
continuum of output elements into two areas: 0 is normal 
data and 1 is uniform data. The output quantifier of a chi 
square neuron is configured based on the condition of 
equally probable error values of the first and second kind 
of P1 = P2 = PEE = 0.292.
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Let us sort the data of the checked sample according to 
their values to obtain five input parameters of chi square 
neuron: 

 . (2)

At the same time, it is required to calculate the width of 
the histogram intervals:

 
. (3)

Furthermore, the position of the interval ends is calcu-
lated: 

 . (4)

Only after that, it is possible to calculate the number of 
hits for each of the histogram intervals and form a vector 
of input parameters {n1, n2, …, n5} for the neuron (1). The 
final result is quantized: 

 
 (5)

As the result, we have a complete formal description 
of the chi square neuron implementation for a sample of 
21 tests.

Synthesis and configuration 
of Shapiro-Wilk neuron with 10 inputs 

Obviously, the Shapiro-Wilk criterion can be applied to 
the same sample of 21 tests [4, 11]. This criterion is calcu-
lated as following: 

 
, (6)

where xi is the ordered values of the sample being 
checked, σ(x) is the standard deviation, ai is the table values 
of the Shapiro-Wilk coefficients. 

Figure 2 shows the distribution of the values of this cri-
terion for the uniform and normal laws. 

Figure 2. The distribution of the Shapiro-Wilk criterion values 
for the samples with 21 tests with uniform and normal distribu-

tion laws 

If the functions of (6) are considered as some kind of 
artificial neuron, then its outputs will be 10 differences of 

data of the sample being checked, and the output quantifier 
will be described as follows:

 
 (7)

Such configuration of the threshold of the quantifier 
provides the errors probability of the first and second kind 
of P1 = P2 = PEE = 0.303.

Synthesis and configuration 
of a Cramér-von Mises neuron 
with 20 inputs 

If we compare the chi square neuron (1) and the Shapiro-
Wilk neuron (6), we can see the growth of their input dimen-
sion (the number of inputs of their adders). The Cramér-von 
Mises neuron has an even higher input dimension: 

 . (8)

Figure 3 shows the distribution of values at the output of 
the Cramér-von Mises neuron adder. 

Figure 3. Distribution of values of the Cramér-von Mises 
 criterion for samples with 21 tests with the uniform and normal 

distribution laws

The configured output quantifier of the neuron adder is 
described as follows: 

  (9)

Such threshold configuration for quantifier operation 
provides the same values of errors probability of the first 
and second kind of P1 = P2 = PEE = 0.342.

Joint application of three statistical 
criteria

The statistical criteria described above are linearly in-
dependent (they have modules of correlation coefficients 
less than 1): 

  (10)
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The absence of a complete linear dependence (10) of the 
output states of the three criteria allows combining them for 
joint application. In this case, the output code of the three 
neurons “000” will correspond to a triple confirmation of 
the hypothesis of the data normality of the checked sample. 
The inverted state of this code “111” will correspond to the 
triple confirmation of the hypothesis of the uniform law of 
distribution of small sample data.

Let us consider one of two hypotheses for the majority of 
states of “0” or “1” in the output code of the three neurons 
code by analogy with practical application of neural network 
converters, which is biometrics and code. In this case, each 
of the four code states “normal distribution” will correspond 
to its own probability of errors. Table 1 shows these data. 

Table 1. Error probability for the code states 
“ normal distribution” 

Code “000” “001” “010” “100”
P1 0.0404 0.0423 0.0441 0.0621

Then, if we consider the codes from Table 1 as some 
complex characteristic of “data normality” it can lead to 
errors arising with the probability from 0.0404 to 0.0621. 
There is about a 7-fold decrease in probability of taking 
wrong decisions, when using three statistical criteria in 
comparison with their application one by one. 

Effect of increasing accuracy 
of estimates with the growing size 
of the group of neural network 
integration of statistical criteria

Dozens of statistical criteria have so far been developed 
and applied [4, 10, 11]. Supposedly, an equivalent artificial 
neuron can be developed for each of them. Moreover, pre-
viously unknown statistical criteria are under development 
[13–17]. The first progress in this area will allow adding 
dozens of completely new statistical criteria to the existing 
ones. That means that in a few years it will be possible to 
develop a series of hundreds of different statistical criteria 
and their neural analogs. 

The question arises: up to what level is it possible to 
reduce the probability of errors by means of neural network 
integration of a collection composed of 100 and more sta-
tistical criteria? This question can be answered based on 
the accumulated technological experience in processing of 
neural network biometrics data. 

The neural network symmetrization technology can be 
used for prediction [18, 19]. To implement it, let us average 
the error probability of the three previously examined neu-
rons (0.292+0.303+0.342)/3 = 0.312. Then, let us average 
the modules of correlation coefficients between the output 
states of the three neurons (10): E(corr(.)) = 0.645. We 
proceed from the fact that all of the 100 integrated criteria 
have symmetric matrices of correlation coefficients with the 
elements’ values outside its diagonal of 0.645.

Another simplification is the normalization of the output 
states of neuron adders that contradicts the data presented in 
Figures 1, 2, 3, but at the moment only for this simplification 
there is a positive experience of using symmetrization.

Figure 4 shows the block diagram of the numerical experi-
ment. Initial data for the numerical experiment are obtained 
from 100 software generators of pseudorandom numbers 
with normal distribution. 

Figure 4. Block diagram for modelling completely symmetrical 
artificial neural networks 

As 100 software generators provide independent data, 
such data needs to be interconnected and correlated equally. 
Figure 4 shows that this function is performed by the second 
left block that multiplies the vector of independent random 
numbers and by a symmetric connecting matrix: 

 . (11)

Due to the symmetry that connects the transfer matrix 
(11), the output data is correlated equally. To obtain a given 
value of coefficients of equal correlation corr(yi,yi+1) = 0.645, 
it suffices to find the value of one control parameter a.

Let us note that the procedure of relations and data 
symmetrization cannot provide exact correspondences of 
predictions and real data. If we set the quantization threshold 
of the neuron emulation block in such a way that the error 
probability is 0.312, then the output triple will have a total 
error of 0.138. This result is about 3 times worse than the 
actual data in Table 1. 

Let us reduce the equal probability of errors of each 
neuron from 0.312 to 0.141 to match the results with the 
observed data. In this case the probability of errors of joint 
operation of three neurons will be 0.0404. 

The transition from normal data to data with the equal 
correlation is profitable as for this special case in logarithmic 
coordinates the error probabilities and number of neurons are 
connected by a linear dependence as shown in Figure 5. 
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Figure 5. The line of decreasing probability of errors of the first 
kind due to application of several statistical criteria with correla-

tion coefficients of 0.645

The line was constructed in 7 groups, composed of 1, 3, 
6, 10, 16, 21, 27 neurons. When conducting an experiment, a 
sample of 10 000 000 tests was used; the computation time for 
a conventional computer is about 9 minutes. It should be noted 
that using this computer it is difficult to conduct a numerical 
experiment for a group of 100 neurons, as such experiment 
would take several months. It is possible to reduce the time 
by means of extrapolation (dashed line in Figure 5). 

As the result, the predicted value of the error probability 
for a neural network generalization of 10 criteria should be 
P1 = 0.01, and when summarizing 100 criteria the probabil-
ity of errors should go down to 0.0009. Such a significant 
reduction of errors probability is a greater incentive for the 
synthesis of new statistical criteria [13-17].

Conclusion

Pearson, who created the chi square criterion in 1900, 
essentially launched a revolution in statistical processing. 
The path of development discovered by Pearson proved to 
be very fruitful and over 119 years his followers have cre-
ated dozens of different statistical criteria. 

Neural networks have been a focus of scientific research 
since the middle of the 20-th century, but only at the begin-
ning of the 21-st century this technology was implemented 
into the industry and standardized [3]. 

The key statement of this paper is that it is possible to 
combine two seemingly different branches of mathematics. 
Their integration only requires the neural network biometric 
data processing technologies that are standardized in Russia 
and are applied to 3 or more standard statistical criteria. In 
the case of the considered triple of statistical criteria, this ap-
proach reduces the probability of errors more than 7 times. In 
this case, thesis on expediency of expansion of nomenclature 
of the existing statistical criteria becomes obvious. The larger 
is the size of the group of statistical criteria generalized by 
neurons the better is the final result. 

In this context, the approach to the synthesis of new 
statistical criteria is fundamentally changing. After Pearson, 
mathematicians were trying to find a new, more powerful 
criterion. A great number of analyzed criteria proved to 
have low power, and therefore were not published. With 
neural network integration of a set of statistical criteria, the 
power of each of them becomes secondary. The correlation 
relationships between the added criterion and the group 
of other criteria are also very important. In our case, two 
integrated criteria have almost the same power, but in this 
group there is a special Shapiro-Wilk criterion that has low 
correlation with the primary chi square and Cramér-von 
Mises criteria.

Thus, the possible diversity of statistical criteria is to be 
researched again, taking into account not only their relative 
power, but also the values of their correlation coefficients in 
groups with other relevant statistical criteria. New statistical 
criteria with relatively low power of hypothesis separation 
were previously rejected and not published, but now the 
situation has changed. It is more important to understand 
how the new criterion complements the already studied 
statistical criteria. Probably, it will be necessary to create a 
table of the level of affinity (correlation) of already known 
and promising statistical criteria in the nearest future. Lin-
early independent (weakly correlated) statistical criteria 
have to be grouped, and neural network integrations are to 
be created for them.
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Abstract. The Aim of this paper is to show that the development, deployment of new diagnos-
tic tools and improvement of the existing diagnostic tools in onboard equipment enables better 
operational characteristics and reduced probability of transition of intelligent railway systems 
into a forbidden state. Method. In the context of intelligent railway systems, the construction 
of the analytical model of probability evaluation is of principal interest due to the feasibility of 
demonstrating the factors that are taken into consideration by such a model. Forbidden events 
that cause inoperability of intelligent railway systems are random; they can be represented as 
a random process. A random process of system development, transition from an allowed state 
into a forbidden state, system state changes in time can be described with a semi-Markovian 
process. When assessing the probability of system transition into a forbidden state, the ques-
tion arises as to the selection of a method of calculation. The paper shows the feasibility of 
representation and solution of a semi-Markovian model with the help of a coupled graph model 
[3, 5] that has a high level of visualization and is a well-formalized method of identification of 
the probability of a system’s transition into a forbidden state. The set of system states and their 
connections are represented with a directed state graph with defined topological concepts [3]. 
In order to identify the effect of the introduction of new diagnostic tools and improvement of 
the existing diagnostic tools in onboard equipment on the probability of transition of intelligent 
railway systems into a forbidden state, the authors use the theorem of identification of the 
probability of system’s transition from the initial unhazardous state into a hazardous state and 
set forth the formula to calculate this probability. Results. The graph method implemented 
in this paper shows that the use of additional diagnostic tools reduces more than twice the 
probability of a system’s transition into a forbidden state, i.e. a state when the failure will not 
be detected by the inbuilt or additional diagnostic tools.
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Introduction

Simulation is widely used in the railway industry for 
planning of forbidden state handling. In case of intelligent 
systems, mathematic simulation is advantageous. Methods 
of mathematic simulation are subdivided into two groups: 
analytical and simulation modeling. Due to certain short-
comings of simulation modeling [1], in the context of intel-
ligent railway systems, the construction of the analytical 
model of probability evaluation is of principal interest due 
to the feasibility of demonstration of the factors that are 
taken into consideration by such model. Forbidden events 
that cause inoperability of intelligent railway systems 
are random; they can be represented as a random proc-
ess. A random process of system development, transition 
from an allowed state into a forbidden state, system state 
changes in time can be described with a semi-Markovian 
process. In general, the construction and solution of semi-
Markovian models comes down to building a system of 
homogenous differential equations. This procedure always 
involves mathematical difficulties. For this reason the pa-
per shows the feasibility of representation and solution of 
semi-Markovian models with a coupled graph model [3, 
5]. Such models are highly visual, allow formalizing the 
wanted system states, as well as paths of transition from 
allowed into hazardous states, does not require the use of 
complex mathematics in the preparation of measures of 
forbidden event handling. 

Problem definition

Currently, the Russian railway industry employs the fol-
lowing intelligent onboard systems: KLUB-U (standardized 
integrated onboard train protection system), BLOK (vital 
integrated onboard system) and BLOK-M (scalable vital 
integrated onboard system). The KLUB-U, BLOK and 
BLOK-M systems have their own display units equipped 
with man-machine interfaces. A display unit is a hardware 
and software system. This system is to ensure information 
display to the driver, assistant driver, operator in case of 
driverless operation, service personnel in case of locomotive 
driving and pre-trip diagnostics.

The display of information on the permitted speed, target 
speed, actual speed, track profile, distance, stopping point 
ahead, train schedule, train ahead, stop aspect enables safe 
locomotive driving in terms of observation of speed limits 
in normal operation and prediction of safe mode of locomo-
tive driving.

In the process of operation, system operability may be 
disrupted due to a random hardware failure, manifestation 
of a systematic failure in its software, driver’s error while 
interacting with the system, input data error. Any disruption 
of system operability is regarded as its failure. This causes 
the display of incorrect information and wrong decisions by 
the driver in terms of safety of locomotive driving.

That is why great attention is paid to the development 
and application of diagnostic tools that allow minimizing the 

probability of the display unit transitioning into a forbidden 
state that causes disruption of display unit operability. A 
forbidden state, in this case, is understood as a hidden (not 
detected by diagnostic tools) failure.

Figure 1. Flow diagram of the operation algorithm of a display 
unit with inbuilt diagnostic tools and pre-trip diagnostics
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The display unit has inbuilt diagnostic tools that verify 
the operability of the display unit with a level of diagnostic 
coverage that is sufficient to ensure safety. 

Inbuilt diagnostic tools are able to detect a number of ir-
regularities in the display unit operation. In order to extend 
the list of detectable errors, it is proposed to introduce addi-
tional pre-trip diagnostics by the driver or service personnel 
to be conducted before each trip. Among other things, that 
will allow preventing locomotives with faulty safety devices 
to be cleared for operation.

The aim of this paper is to show the efficiency of diag-
nostic tools in man-machine interaction in the context of 
onboard systems. It is also to demonstrate that the develop-
ment, deployment of new diagnostic tools and improvement 
of the existing diagnostic tools enables better operational 
characteristics of the display unit and reduced probability 
of its transition into a forbidden state.

Models description

Let us represent the operation algorithm of a display unit 
with inbuilt diagnostic tools and pre-trip diagnostics in the 
form of a flow diagram (figure 1).

Let us construct the graph of the operation algorithm of 
the display unit shown in Figure 1.

Events of irregularities of display unit operation are 
random in their nature. Let us represent the considered op-
eration algorithms of the display unit with a directed state 
graph G(S, H), where S is the finite set of system states; H 
is the finite set of edges between nodes i, j (states si, sj). The 
states of display unit operation can be described as follows: 
if the display unit is in state si, then with probability pij it 
can transition into state sj. 

Figure 2a shows a state graph in which only the in-
built diagnostic tools are used for detection of display 
unit failure. Figure 2b shows a state graph in which the 
detection of system failures involves not only the inbuilt 
display unit diagnostic tools, but additional pre-trip 
diagnostics of the display unit by the driver or service 

personnel. In order to attain the goal of this paper, let 
us consider the graph in Figure 2b. The graph has the 
following states:

State S1, display of the current operational situation by 
the display unit software;

State S2, testing for failures by inbuilt diagnostic tools 
(software check for CAN errors, software check for control-
ler freeze by watchdog timer switching, software check of 
display unit being present in the configuration);

State S3, elimination by the display unit of failures detect-
ed by the inbuilt diagnostic tools (software reboot of CAN 
interface, hardware controller reboot by means of watchdog 
timer, hardware reboot of display unit software);

State S4, testing for failures by means of pre-trip diag-
nostics of display unit (correctness of command processing, 
correctness of operational situation display, correctness of 
installed version of software, correctness of parameter values 
of constant characteristics);

State S5, elimination by the driver or service personnel 
of failures detected by means of pre-trip diagnostics (im-
mediate elimination of detected errors, display unit soft-
ware update input of correct parameter values of constant 
characteristics);

State S6, i.e. display unit being in a state with a hidden 
failure. 

S is the complete set of states, S = {S1, S2, S3, S4, S5, 
S6};

Sр is the subset of non-forbidden states, Sр = {S1, S2, 
S3, S4, S5};

 is the subset of forbidden states,  = {S6}.
Provided that the display unit’s inbuilt and pre-trip di-

agnostic tools are operable, the existence of failure in the 
display unit is identified and the system is put into failure 
elimination mode.

It is assumed that in case of failure detection the system 
is restored. In case of non-detection of failure by the inbuilt 
and pre-trip diagnostic tools of the display unit due to their 
failure or insufficient efficiency the system is put into hidden 
failure mode (forbidden state).

Figure 2. State graph: a) with inbuilt diagnostic tools, b) with inbuilt diagnostic tools 
and added pre-trip diagnostics of the display unit by the driver or service personnel.
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States S1 and S2 are allowed and belong to the set “normal 
operation of display unit during intended operation”. The 
values of transition probability p11 and p12 were selected 
based on the ratio of the part of the program that imple-
ments the function of current operational situation display 
and function of failure detection by inbuilt diagnostic tools. 
A trip lasts 10 hours (i.e. every 10 hours the state а pre-trip 
diagnostics is to be initiated).

The value p21 is selected based on the actual depend-
ability of the display unit in the course of its operation. 
Statistically, a failure of the display unit is a low-probabil-
ity event (70 failures were registered in 2018 throughout 
the railway network based on operational data, the total 
number of systems being 11740). The fact that a failure 
has not been registered in the course of operation does not 
mean that the unit is operational the whole time. It may 
have been in a forbidden state of hidden failure for some 
period of time. The values of probabilities of transitions 
p23 and p26 were distributed based on the efficiency of 
the internal diagnostic tools implemented in the unit. 
The failure detectivity by the inbuilt diagnostic tools 
implemented in the display unit are at 0.5 in accordance 
with GOST R 61508-7-2012. 

Table 2 shows the values of probabilities of one-step 
transitions from the i-th state to state j (pij).

Table 1. Transition probabilities matrix

State 
1 2 3 4 5 6 ∑

St
at

e 

1 0,72 0,18 0 0.1 0 0 1
2 0,85 0 0,075 0 0 0,075 1
3 1 0 0 0 0 0 1
4 0.7 0 0 0 0,15 0,15 1
5 1 0 0 0 0 0 1
6 0 0 0 0 0 1 1

The problem consists in the identification of the effect of 
introduction of pre-trip diagnostics on the probability of dis-
play unit transitioning into a forbidden state during intended 
operation, when only in-built diagnostic tools are used.

In order to solve this problem, let us use theorem that 
states that the probability of system transition from the 
specific i-th initial non-hazardous state into any hazardous 
state f is defined by formula [5]

,

where  is the k-th path leading from a non-hazardous 
state of graph i into a hazardous state f;

 is the weight of graph resolution without the f-th 
node and graph nodes situated on the k-th path;

 is the weight of graph resolution without the nodes 
of the hazardous state set.

Let us set forth the following topological concepts used 
in mathematical simulation [3]:

- path is a chain of series-connected unidirectional edges 
with the beginning in the state i and the end in the state j, 
the path weight being

 = ,

where pir is the probability of one-step transition from 
state i into state r;

prj is the probability of one-step transition from state r 
into state j;

- closed circuit is a chain of series-connected unidirec-
tional edges, in which the output of the final node in the 
circuit is connected to the initial node of the circuit. The 
weight of the j-th circuit is identified by the formula: 

Cj = ;

- loop is a case of closed circuit, in which the incoming 
and outgoing edges merge into one edge, the weight of a 
loop is Cj = pij;

- graph resolution is a part of a graph that does not contain 
defined nodes and connected edges; the weight of resolution 

 is calculated subject to the exclusion of node i and con-
nected edges out of the graph; the weight of resolution  
is calculated subject to the additional exclusion of nodes of 
set  and connected edges out of the graph; the weight of 
resolution  is calculated subject to the exclusion of node 
f out of the graph, as well as the nodes situated in the k-th 
path from the initial node to f and connected edges; 

- the weight of resolution is found using Mason’s for-
mula:

ΔG = 1 –  +  –  + …

In order to evaluate the efficiency of introducing pre-
trip diagnostics, let us calculate the conditional probability 
of transition from the initial state “1” into the forbidden 
state “6”, provided that the inbuilt diagnostic tools (in-
ternal diagnostics) are disabled (paths S1→S2→S6 and 
S1→S2→S3).

In accordance with the theorem for evaluation of the prob-
ability of system transition from the initial allowed state into 
a forbidden state, the conditional probability of transition 
from S1 to S6 is defined with the formula:

.

As it can be seen in the graph in Figure 2b, the number k 
of transition paths from S1 to S6 - provided that display unit 
failure detection relies only on pre-trip diagnostics of the 
display unit by the driver or service personnel - equals 1.

Identification of path weights:  = S1→S4→S6 = 
p14∙p46.

Identification of circuit weights: 
С1: S1→S1, circuit weight is p11;
С2: S1→S2→S1, circuit weight is p12∙p21;
C3: S1→S2→S3→S1, circuit weight is p12∙p23∙p31;
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C4: S1→S4→S1, circuit weight is p14∙p41;
C5: S1→S4→S5→S1, circuit weight is p14∙p45∙p51;
C6: S6→S6, circuit weight is p66.
For the considered case, the weight of graph resolu-

tion without the nodes of the forbidden state set equals:  
 = 1 – (С1+С2+С3+С4+С5).

The weight of resolution accounting for the exclusion 
of node “6” out of the graph, as well as the nodes situated 
in the k-th path from node “1” to node “6” and connected 
edges equals to:  = 1.

By substituting data from Table 1 we obtain the condi-
tional probability of transition from state S1 to state S6:

 = 

= .

As the considered models describe a complete group of 
events, the probability of hitting the only forbidden state 
is in both cases 1. Thus, based on the calculated value of 
conditional probability , we conclude that adding pre-
trip diagnostics of the display unit by the driver or service 
personnel allows reducing the probability of the display unit 
transitioning into a forbidden state during the trip more than 
twice (from 1 to 0.47).

Conclusion

This paper shows the efficiency of adding pre-trip diag-
nostics of the display unit by the driver or service personnel 
to the inbuilt tools for diagnosing failures in the display unit. 
Thus, the probability of a system’s transition into a forbid-
den state, i.e. a state when the failure will not be detected 
by the inbuilt or additional diagnostic tools, will be reduced 
more than twice. 
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Abstract. The Aim of this paper is to develop the methods of analysis and simulation of the 
processes of occurrence and development of emergencies at complex railway infrastructure 
facilities. It cites analysis data on the threats, causes and consequences of sudden emergen-
cies at complex railway infrastructure facilities. For the purpose of ensuring reliable operation 
of technical objects, as well as timely identification of faults, it is proposed to use the indicator-
based approach that allows diagnosing and formally analyzing the processes of occurrence 
and propagation of malfunctions across the elements of complex technical systems. For the 
purpose of simulating the processes of propagation of the disturbances (hazards of emer-
gencies) that occur as the result of malfunctions, it is proposed to use the theoretic graph 
approach that involves model and visual representation of the structure of a technical system 
under consideration in the form of a directed graph that shows the correlations between its 
elements. Each node and edge of a graph is assigned certain parameters or functionals that 
reflect the processes of correlated operation of the elements of the simulated system. The 
propagation of disturbances within a system is simulated with pulse processes initiated in one 
or several nodes. The paper refers to the developed formalized models of disturbance propa-
gation in a technical system based on the construction of structural components and correla-
tion matrices. The authors introduce the concept of critical element of a technical system that 
helps identify the event of its failure. Two basic criteria of technical system failure, i.e. the ex-
clusive (a system is considered to have failed if the disturbance has reached any of the critical 
elements) and absolute criterion (failure occurs if the disturbance has reached the specified 
subset of critical elements) are defined. The paper provides an analytical example that illus-
trates the capabilities of the proposed model of disturbance propagation within the structure 
of a technical system. For the purpose more efficient diagnostics of the hazard of emergen-
cies in railway infrastructure facilities the paper proposes a model of application of structur-
ally integrated indicators that consists in the integration of indicators within the structure of a 
technical system that would immediately deliver the required and sufficient information in case 
of emergency. The main task would be to identify a set of indicators with the primary purpose 
of reducing the information-related stress and concentration of dispatchers’ or operators’ at-
tention on the processes within a technical system that are most relevant in terms of accident-
free and safe operation. Basic criteria are identified for the generation of the set of indicators 
within a complex technical system: maximum of reliability of the disturbance consequences 
estimate, maximum of accuracy of emergency causes identification, minimum of emergency 
identification time, minimum of nonrecurrent and current costs. A modified graph model of 
disturbance propagation in a complex technical system is provided that is the prerequisite for 
solving the multicriterion problems of optimal location of indicators within the structure of a 
technical system in terms of completeness, accuracy and timeliness of detection of failures 
of various types. Automation of the processes of generation of indicator sets using models of 
disturbance propagation in technical systems will allow using the proposed methods as part 
of further development of the URRAN methodology in terms of improvement of the decision 
support in railway infrastructure facilities management.

Keywords: control, railway transportation, infrastructure facility, technical system, emergency, 
sensors, indicators, simulation. 
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Introduction

Being a crucial part of the Russian transportation in-
dustry railways play an essential role in the process of the 
country’s socio-economic development, since this type 
of transport has practically no alternative in terms of the 
volume and structure of freight and passenger traffic. The 
leading role of railway transportation is also determined 
by the country’s specific characteristics, including sig-
nificant transport distances, remoteness of primary main 
mining facilities and sources of raw materials from the 
points of processing and consumption, as well as seaports, 
insufficient infrastructure development of other types of 
transport in Siberia and the Far East, which are of strategic 
importance for the national development. The condition, 
safety and quality of rail transportation define not only 
the prospects for further social and economic develop-
ment, but also the nation’s ability to effectively perform 
such essential functions as protecting its sovereignty and 
security, providing citizens with transportation and creat-
ing conditions for more even economic development of 
individual regions, etc.

The URRAN integrated system for management of re-
sources, risks and dependability of railway infrastructure 
facilities at lifecycle stages is being developed and widely 
implemented by specialized organizations and divisions of 
the Russian Railways since 2010 [1]. Essentially, the sys-
tem implements a comprehensive process of dependability, 
resources and functional safety management in railway 
transportation and is essentially an extended RAMS (reli-
ability, availability, maintainability and safety) and LCC 
(life cycle cost) methodology.

The primary strategic railway safety objectives are [2]:
1. Improving the efficiency of the main activity, utiliza-

tion of infrastructure, technical reliability and fixed assets 
availability,

2. Ensuring the quality of products, services and proc-
esses,

3. Ensuring transportation safety.
The system of railway facilities and processes is a mas-

sive geographically distributed multi-purpose infrastructure 
that includes JSC Russian Railways facilities (track and 
structures, signalling, communication, electrification and 
power facilities; locomotive, car and passenger facilities) 
that are different in purpose and solve different process-
specific tasks. At the same time, the complexity of the 
technical systems included in the above facilities continu-
ously increases, which inevitably leads to an increase in the 
number and variety of risks associated with the production, 
adjustment, maintenance, operation and upgrading of these 
systems [3].

Ensuring safety and dependability becomes especially 
important with the use of “driverless” vehicles. Accord-
ing to the International Association of Public Transport, 
there are 5 Grades of Automation of trains (from GOA0 
to GOA4). When GOA4 level is implemented, there is 
no operational personnel onboard rolling stock. Under 

these conditions, centralized automatic train control 
systems for subways should contain subsystems that 
ensure the completeness, accuracy and timeliness of 
detection of failures of various types and preventive 
decision making [4].

Today, the technological development goes hand in hand 
with the increase in the number of elements involved in 
technical systems (dimensional complexity), the increase 
in the diversity of interaction structures of these elements 
(structural complexity) and the increase in the diversity of 
the forms and methods of this interaction (functional com-
plexity). This significantly complicates the task of ensuring 
the reliable operation of complex technical systems (CTS) 
that are part of the railway infrastructure facilities, since, 
depending on their structural and functional features, the 
manifestation of the risks and the nature of failures and 
faults propagation in the considered systems may differ [5]. 
In this case, the realization of risks may take the form of the 
possibility of malfunctioning or failure of a separate node 
and the entire system. The aim of this paper is to develop 
the methods of analysis and simulation of the processes of 
occurrence and development of emergencies at complex 
railway infrastructure facilities from indicator-based ap-
proach point of view.

1. Simulation of disturbance 
propagation in the technical system

The extensive experience of operating CTS of vari-
ous types and purposes shows that the occurrence of 
failures and faults of various nature, as well as incidents 
and emergencies they lead to (hereinafter referred to 
as sudden emergencies, or SE) is usually preceded by 
the stage of accumulation of defects in the equipment 
or deviations in a particular process [6]. The duration 
of this stage can vary significantly (from minutes to 
days). At the same time, at first the defects or deviations 
themselves do not pose an immediate threat of SE oc-
currence. In practice the processes of accumulation of 
such deviations are usually associated either with the 
unobservability of the CTS elements and subsystems 
due to the lack of effective monitoring and diagnostic 
tools, or, even more often, with the fact that personnel 
are accustomed to such deviations, since they do not 
always lead to accidents. At the next stage a sudden 
so-called initiating event occurs, which leads to an 
avalanche-like development of unfavorable processes 
and the occurrence of SE, the consequences of which 
are significantly aggravated by the lack of organizational 
and technical countermeasures, as well as lack of time 
and resources for their effective implementation. It is 
obvious that the SE, occurring at the third stage as a 
result of the rapid development of events, for the most 
part would be impossible without the accumulation of 
deviations and errors in the first stage.

Thus, one of the main tasks of ensuring the smooth op-
eration of CTS is the timely identification of malfunctions, 
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other disorders in the technical system, pre-emergency 
(emergency) situations and the transfer of information on 
their occurrence to the visualization, dispatching and situ-
ational management systems at various levels (to decision 
makers (DM), dispatchers, operators, etc.). The sources of 
information on possible abnormal deviations (malfunctions) 
in CTS or their subsystems (nodes) operation are sensors, 
elements of the system that can register various parameters 
of the system state, environment, parameters of the CTS 
operation, etc.

The resulting risk of malfunction, failure, accident, SE 
or other disruption of the normal CTS operation, registered 
by the sensor, is called a threat. In this case, the occurrence 
of a certain threat presumably leads to the processes of 
disturbance propagation along the structural elements of 
CTS accordance with their interaction scheme. Since, in 
accordance with the definition above, threats can be of 
different nature (type, nature of occurrence and manifesta-
tion, etc.), the CTS elements can interact with each other in 
various ways during the disturbance propagation process. 
As a result, schemes of interaction between elements will 
be different for each type of threat. Hence, the disturbances 
will also propagate through the elements of the CTS along 
different paths.

Technical systems of high structural, dimensional and 
functional complexity usually include a large number of 
sensors, which makes it significantly more difficult to moni-
tor their readings, diagnose abnormal situations, and most 
importantly, make timely accurate control decisions in the 
event of reading deviation from the norm and especially 
the threat of SE occurrence. Thus, problem of choosing 
the structure of the dispatching or situational management 
information system arises. It should allow reducing the op-
erator’s stress in order to increase the emergency response 
rate without a significant loss of awareness about safety 
critical processes [5, 7-8].

For the purpose of simulating the processes of propa-
gation of the disturbances that occur as the result of mal-
functions, the theoretic graph approach will be used. The 
representation of the structure of a technical system in the 
form of a graph is widely used for visualization and mod-
eling of the correlations between system elements. At the 
same time, the structure of the system can be rigidly fixed 
or undergo certain regular changes (which is typical of dy-
namic systems) depending on the process or phenomenon 
being simulated.

In this approach the structure of a system and the interac-
tions between its elements are represented in the form of a 
directed graph. Each node and edge of a graph is assigned 
certain parameters and functionals that reflect the processes 
of operation of the simulated system elements. The initial 
pulse (disturbance) applied to one or several nodes is propa-
gated through the whole graph changing the parameters of 
the nodes. In the general case, the magnitude of the pulse 
itself can change as well in accordance with the function-
als assigned to the edges of the graph. The simulation uses 
discrete time with a fixed step Δt. This approach to simula-

tion of dynamic systems has now found application in a 
number of areas [9].

Let us assume that  is a set of elements 
in a model, where n is their number. At any point in time 
any element can take on a value of 0 or 1. One stands for 
an active state (the disturbance has reached the element), 
zero stands for inactive state. The state of element ai at the 
point of time t will be designated as ai(t), and the row-vector 
of states of model elements (a1(t), a2(t), ..., an(t)) will be 
designated as . The set of sensors constitute a subset 
of model elements A⊇D={d1, d2, ..., dnD

}, where nD is the 
number of sensors.

Adjacency matrix M shall mean n×n binary matrix, 
indexed along both axes by the set of model elements. Po-
sitions  of the adjacency matrix contain 1 if 
and only if the relation R1 between model elements ai and aj 
is such that when element ai is active at the moment t1, the 
element aj will also be active at the moment t2 = t1 + Δt. In 
other words, relation R1 specifies the paths of disturbance 
propagation through the system. By relation R1 we shall 
mean an adjacency relation or reachability of depth of 1 
relation. The adjacency relation between model elements ai 
and aj will be designated as  and the absence of such 
relation will be designated as . If there is no adjacency 
relation R1 between elements ai and aj, there is a 0 in the posi-
tion (i, j) of the adjacency matrix M. Let us suppose that the 
adjacency relation has reflexive property, i.e. . 
Within the model, this means that once activated, the element 
remains activated during the entire simulation time. For each 
specified type of threat, its own adjacency relationship can 
be defined,  and so on. Accordingly, each type of 
threat has its own adjacency matrix. The adjacency matrix M 
corresponds to the digraph of the cause-effect relationships 
of the model elements G(A, R1), the nodes of which are the 
set of model elements, and the edge (ai, aj) corresponds to 
one in the matrix position (i, j). This graph will be called 
the relationship digraph.

The activation of the model elements is described by 
the Boolean equation . In other words, 
all elements of the model connected by edges with already 
active elements are activated at further steps. In this case, 
once activated elements remain activated during the entire 
simulation, since the diagonal elements of the adjacency 
matrix are equal to 1.

Among the set of model elements the subset of sen-
sors D={d1, d2, ..., dnD

} is selected. The sensors register 
the specified parameters of the CTS and indicate the 
occurrence of a threat. The disturbance caused by this 
threat spreads from the sensors to other elements of the 
system along the edges of the correlation graph G(A, R1). 
The set of model elements, the correlation matrix and 
the subset of sensors are determined together with the 
system designer according to the results of the system 
operation scheme analysis at the development stage. 
The subset of critical elements K={k1, k2, ..., knK

} that 
determine the criterion for system failure is also selected 
among the elements of the model. Different sets of criti-
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cal elements can be considered for each type of threat 
(edge coloring).

Simulation starts at the moment of activation of the first 
sensor t0 and continues either until the moment of stabi-
lization (termination of change in the state of the model 
elements), or until the system fails in accordance with the 
selected system failure criterion.

The time of system failure will be designated as tS. The 
criterion for system failure is determined by critical ele-
ments. Depending on the features of the system or node 
under consideration, as well as other features of the problem 
being solved, different criteria for evaluating the system 
failure can be selected. There are two basic criteria among 
them.

Exceptional criterion for system failure. The system is 
considered failed if the disturbance has reached any of the 
critical elements: .

Absolute criterion for system failure. The system is con-
sidered failed if the disturbance has reached a given subset 

 of (in the degenerate case of all) critical elements: 
.

Other criteria can also be considered, for example, those 
related to the number, mutual arrangement and other pa-
rameters of the critical element set to which the disturbance 
has reached.

To illustrate the possibilities of the proposed model of 
disturbance propagation in the structure of a CTS, let us 
consider a simplified example. Let us suppose that the 
structure of the system include 12 elements, n=12, A={a1, 
a2, ..., a12}. Elements a1 and a2 are sensors, d1 = a1, d2 = a2, 
D={d1, d2}= {a1, a2}, nD=2. Elements a11 and a12 are critical 
elements, k1 = a11, k2 = a12, K={k1, k2}= {a11, a12}, nK=2. The 
adjacency matrix M is defined as:

.

The relation R1, defined by the matrix M forms the rela-
tion digraph G(A, R1) shown in Figure 1, where the sensors 
are designated by a circle , and the critical elements are 
indicated by a square . Let us suppose that there is only 
one type of threat, hence, only one set of critical elements, 
one adjacency relationship and one relationship graph are 
defined.

Figure 1. Relation graph G

Let us suppose that at time t = t0 the sensor d1=a1 
registers a threat a1(t0)=1, ai,j≠1(t0)=0, .  

Then, the states of the model elements at the time point 
 are calculated as follows:

.

Figure 2 shows the process of disturbance propagation 
along the edges of the relation graph G from active ele-
ments (marked by an additional circle) to inactive ones, as 
well as the states of the corresponding model elements at 
different points in time. The disturbance spreads along the 
edges of the graph from the active elements to the inactive 
ones, covering one edge at a step. The state of the elements 
at a specific time point is determined by a Boolean formula 

.

The elements status lines for different points in time are 
as follows:

;

;

;

;

;

;

.

As the above example shows, at the time point t=t4 the 
first critical element is activated. If the system uses an ex-
ceptional criterion for system failure, then at the time point 
t4 the system would fail. With absolute criteria, the system 
fails at the time point t=t6.
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2. Models of using the indicator-based 
approach

For the purpose of more efficient diagnostics of 
emergency hazard, a model of application of structurally 
integrated indicators in railway infrastructure facilities 
will be considered. The indicator-based approach means 
that, in addition to the sensors, indicators are integrated 
within the structure of a technical system immediately 
delivering the required and sufficient information to 
the corresponding visualization, dispatching or situ-
ational management systems in case of emergency in 
order to inform the DM (dispatchers, operators, etc.) if 
increased attention to the situation or direct interven-
tion are required.

The main task is to identify a set of indicators (the 
concept of “indicator dashboard” generally accepted in 
organizational management [10] can be used here) with 
the primary purpose of reducing the information-related 
stress and concentration of dispatchers’ or operators’ 
attention on the processes within a technical system 
that are most relevant in terms of accident-free and safe 
operation.

The values of the parameters reflected by the selected 
indicators should reliably demonstrate the deviations from 
the normal operation of the system. Thus, within the frame-
work of control, dispatching or situational management, 
the approach under consideration is to first and foremost 

provide the decision makers with the necessary and suf-
ficient information on the status of the CTS in visual form, 
as well as ensure the possibility of operational (including 
scenario) analysis of alternative ways of emergency situa-
tion developing on a specific time horizon. Ultimately, it 
should improve the efficiency of management decisions on 
transport safety.

In order to achieve these objectives, the location of the 
indicators in the CTS structure should allow for informing 
the DS on the occurrence and development of a potentially 
dangerous situation at the earliest possible stage. At the 
same time, it should be noted that at the early stages of a 
situation’s development, the possible (most probable, pes-
simistic, optimistic, etc.) scenario for an abnormal situation 
is not always clear. As a result, the set of consequences 
may be too broad, which does not allow reliably predicting 
the consequences and making the right decision. In this 
case, real-time and detailed monitoring of the potentially 
pre-emergency state of the CTS is required in order to 
collect additional information to analyze it and decide on 
the appropriate response.

Naturally, an equally important criterion for choos-
ing a specific placement of indicators is the cost of such 
placement. Depending on the specific task, it is necessary 
to take into account not only the number of indicators, 
but also their weight, volume, physical distance between 
indicators, sensors, etc. When selecting a set of indicators 
one should obviously strive to reduce their total number, 

Figure 2. The process of disturbance propagation in the system
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while ensuring the minimum possible reduction in the 
accuracy and information content of the data they send 
to the visualization, dispatching or situational manage-
ment systems. 

At the substantive level, the following main criteria for 
choosing the set of indicators in a complex technical system 
can be distinguished.

Reliability of consequence evaluation. The selection of 
the indicator set should allow for making judgment on the na-
ture of the situation development and possible consequences 
with maximum accuracy based on their readings.

Accuracy of cause identification. Indicators should allow 
not only for timely detection and consequences assessment 
of abnormal situations, but also for identification of their 
causes. For example, indicators should show with which 
CTS node (element) the spread of the negative impact 
started, whether the cause of the deviations was external 
or internal, etc.

Abnormal situation detection time. Indicators’ selection 
and localization in the structure of the CTS should allow 
for detecting deviation from normal operating at the earliest 
possible stages of their development in order to maximize 
the amount of time available for a decision made by system 
operator.

Cost. Indicators’ selection and localization in the 
structure of the CTS should minimize one-time and cur-
rent costs.

The proposed criteria are contradictory in a way. For 
example, in order to determine the cause of an abnormal 
situation as precisely as possible, strictly speaking, one 
should place indicators in all elements of the system, but 
this will increase the cost, the information-related stress on 
the decision maker, the time required for abnormal situation 
detection, etc.

To solve the problem of composing a set of indicators, 
the above graph model of disturbance propagation in the 
CTS is modified. The concept of edge passing time is in-
troduced expressed as a positive number associated with 
the edge of the relation graph and meaning the time, during 
which the disturbance passes from the model element at the 
beginning of the edge to the element at the end of the edge. 
To register the edge passing times, the matrix of temporal 
relations Mt, which is a square matrix n×n, indexed along 
both axes by the model elements. Positions (i, j), i, j,∈1, n 
of the temporal relations matrix contain edge passing time 
(ai, aj), if such edge exists, and infinity sign ∞, if such edge 
does not exist.

Temporal distances matrix N shall mean a n×n square 
matrix indexed along both axes by the set of model elements. 
Position (i, j), i, j,∈1, n of this matrix contains temporal dis-
tance between graph nodes ai and aj. The temporal distance 

matrix is the result of applying the Floyd-Warshall algorithm 
for finding the shortest distances between the nodes to the 
matrix of temporal relations [11].

An optimization problem of placing indicators in a 
technical system is formulated using a series of definitions 
introduced below. A subset of indicators will be denoted by 
I={i1, i2, ..., inI

}. The set of time t precedence of element a 
shall mean a set of model elements Befi(a), from which the 
element a can be reached in a time not exceeding time t. 
The set of time t precedence of element a shall mean a set 
of model elements Befi(a), from which the element a can 
be reached in a time not exceeding time t. The set of time t 
afteraction of element a shall mean a set of model elements 
Afti(a), which can be reached from the element a in a time 
not exceeding time t. 

Indicator coverage of time t precedence shall mean a set 
of time t precedence sets for all indicators:

.

Indicator set of coverage of time t precedence shall mean 
the union of the set of model elements included in the indica-
tor coverage of time t precedence, or, what is the same, the 
union of time t precedence sets for all indicators:

.

Similarly, indicator coverage of time t afteraction shall 
mean a set of time t afteraction sets for all indicators:

.

Indicator set of coverage of time t afteraction shall mean 
the union of the set of model elements included in the indica-
tor coverage of time t afteraction, or, what is the same, the 
union of time t afteraction sets for all indicators:

.

Overall set of coverage precedence shall mean the union 
of sets of time given for each indicator precedence for all 
indicators:

,

where T={t1, t2, ..., tnT
} is a set of times of precedence 

sets. Similarly, the concept of overall indicator precedence 
coverage

. 
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Diameter of the overall coverage shall mean the maxi-
mum value of all times of a set.

.

Similar to the time coverage, the concept of the indica-
tor set of the overall indicator coverage of precedence and 
afteraction is introduced:

, .

Let us suppose that the solutions to the indicator localiza-
tion problem is a subset of model elements I ⊆ A. With the 
introduction of some restrictions on the set of solutions the 
set of feasible solutions is obtained.

The number of indicators should be limited. This restric-
tion derives from the requirement to reduce the information-
related stress on the operator. Mathematically this restriction 
can be expressed as , where NI is some constant 
given in a specific task.

The set of indicators shall cover all possible threats 
known at the current stage of system development. In other 
words, in terms of the model in question, there should not 
be a situation in which the disturbance caused by the sensor 
reaches a critical element before it reaches the indicator. The 
mathematical interpretation of this restriction can be written 
as  

Thus, the region of feasible solutions must satisfy the 
afteraction requirements:

I ⊆ A,

,

 .

Optimization criteria for finding the optimal solution 
among the feasible solutions are formulated.

1. Criterion of maximizing the allowable time for decision 
making. From the system’s operational safety and failure 
prevention point of view the earliest possible threat detec-
tion is required. This criterion implies maximizing the time 
from the moment of activation of the critical element to the 
critical event. In terms and designations of the model it is 
written as follows:

.

2. Completeness of coverage. For each set of indicators, 
coverage by precedence and afteraction sets is defined.

In order to judge of the possible causes and consequences 
of the current situation most accurately, the selected indica-
tors must allow for the precedence and afteraction sets to 
covers as much of the model elements as possible. Math-
ematically, it can be expressed as:

; . 

3. Accuracy of coverage. In the previous criterion cov-
erage is used without consideration of time. However, to 
accurately identify the developing situation, the indicators 
should be “close” to the propagating through the system 
disturbance in time. For that purpose, the minimal diameter 
of precedence or afteraction coverage (the set of which 
covers the whole set of precedence IBef or afteraction IAlt) 
must be minimal:

; 

.

Let us formulate the task of optimizing the placement 
of indicators.

Let us suppose that the given model of disturbance 
propagation through a technical system is: the set of model 
elements is A={a1, a2, ..., an}, the subset of sensors is D={d1, 
d2, ..., dnD

}, the subset of critical elements is K={k1, k2, ..., knK
}. 

The model elements are interconnected in relations graph 
G, edge passing times are given in the matrix of temporal 
relations M.

It is required to find such subset of elements (a set of 
indicators) I={i1, i2, ..., inI

} that would comply with the fol-
lowing conditions:

, 

 .

, 

; , 

; 

.
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Due to the orientation to the systems of high dimen-
sional, structural and functional complexity and in light 
of opposing nature of the criteria formulated above, the 
precise algorithms for solving the problem in question 
will have too high computational complexity. Thus this 
problem is proposed to be solved using a combination 
of various approximate algorithms that create solutions 
according to individual criteria, or modify some existing 
indicator placement created based on other performance 
criteria [5, 12]. The practical application of this problem 
algorithms should be carried out using interactive proce-
dures to collaborate with experts or specialists in a given 
subject area. Such approach can significantly improve 
the quality of the solution results (variants of indicator 
placement) in terms of achieving the set goals.

Conclusion

The main aim of the proposed indicator-based ap-
proach is to increase the dependability of CTS in op-
eration and to prevent SE through the early diagnostics 
of the hazard of emergencies in technical systems. The 
indicator-based approach offers means to reduce the 
information-related stress and to concentrate dispatch-
ers’ or operators’ attention on the processes that are most 
relevant in terms of safety. The approach also allows 
locating the sources of emergency situations with the 
required accuracy.

The proposed models of the disturbance propaga-
tion in the CTS are the basis for the formulation and 
development of formalized methods for timely detection 
of abnormal situations during the CTS operation and 
preventing SE. The developed indicator-based approach 
includes a set of models and technologies for analyzing 
the processes of hazard effect and disturbances propaga-
tion in complex technical systems, as well as methods for 
solving multi-criteria problems of optimal placement of 
indicators in the structure of the CTS based on criteria 
of completeness, accuracy and timeliness of detecting 
failures of various types.
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On the matter of the terminology of aeronautical 
structures survivability
Vadim V. Efimov, Moscow State Technical University of Civil Aviation, Russian Federation, Moscow 

Abstract. Aim. The paper examines the existing definitions of survivability and damage toler-
ance (operational survivability) of aeronautical structures. An attempt is made to unambigu-
ously define the survivability of aeronautical structures that can subsequently be extended to 
an aircraft as a whole and other complex technical items. The primary goal of this paper is to 
clearly distinguish between dependability and survivability. In order to ensure efficient opera-
tion and flight safety, an aircraft must possess airworthiness, a comprehensive characteristic 
of an aircraft that is defined by the implemented design principles and solutions and that al-
lows performing safe flights under expected conditions and under the established methods 
of operation. The expected operating conditions are described in the Aviation Regulations – 
Airworthiness Requirements. Despite the fact that compliance with the Airworthiness Require-
ments ensures a sufficiently high level of flight safety, the most vital structural components 
are designed in such a way as to remain operable even under extreme conditions beyond the 
expected operating conditions. But dependability cannot be responsible for operability outside 
the expected operating conditions. Conclusion suggests itself that under extreme conditions 
beyond the expected operating conditions operability is to be ensured by another property, 
i.e. survivability. Methods. This research was conducted using the logical and probabilis-
tic approaches. The author examined literary sources primarily dedicated to the matters of 
dependability and survivability of aeronautical structures, as well as other complex technical 
items. In order to ensure an optimal understanding of the differences and correlation between 
the concepts of dependability and survivability, the probabilistic approach was used. Results. 
Upon the analysis of literary sources, survivability was defined as the property of an item to 
retain in time the capability to perform the required functions under extreme conditions beyond 
the expected operating conditions under the specified methods of maintenance, storage and 
transportation. Additionally, the paper proposes the definition of damage tolerance (operational 
survivability) as the property of an item to retain in time the capability to perform the required 
functions under extreme conditions beyond the expected operating conditions depending on 
the methods of maintenance, storage and transportation. The probabilistic approach to the 
delimitation of the concepts of dependability and survivability of aeronautical structures was 
examined using the known indicator of operating efficiency of a transport aircraft that is rep-
resented as the mathematical expectation of the efficiency indicator. An aircraft may be either 
in the expected operating conditions or in extreme conditions beyond the expected operating 
conditions. No third option exists. Then, the sum of the probabilities of an aircraft encountering 
such conditions must be equal to one. The probability of no-failure can be calculated by means 
of the probability of the contrary event, i.e. the probability of failure that can be represented 
as the product of the probability of an aircraft encountering certain operating conditions and 
the probability of failure in such conditions. For the case of extreme conditions beyond the 
expected conditions the well-known concepts of perishability and vulnerability with the author’s 
improvements can be used. Conclusions. A definition of survivability was obtained that is 
clearly different from the concepts of dependability and fail-safety. Additionally, the concept 
of damage tolerance (operational survivability) was proposed that was introduced similarly to 
the previously introduced concept of operational dependability.
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Introduction

Any aircraft is characterized by a wide range of properties 
and parameter, including operating properties, i.e. the set of 
aircraft properties that manifest themselves in the course of 
operation. They include dependability, survivability, safety 
and maintainability. Whereas the terms dependability, safety 
and maintainability are covered in sufficient detail and with 
sufficient consistency in specialized literature, and some 
terms are even part of corresponding standards, the term 
“survivability” does not have an unambiguous and gener-
ally accepted definition. That is true not only in case of the 
aircraft survivability terminology, but that of other items 
as well [1–5].

In this paper, an attempt is made to unambiguously 
define the survivability of aeronautical structures that can 
subsequently be extended to an aircraft as a whole and other 
complex technical items. The primary goal of this paper is 
to clearly distinguish between the concepts of dependability 
and survivability.

Primary concepts and definitions 
of the theory of survivability 
of aeronautical structures

In order to ensure efficient operation and flight safety, 
an aircraft must possess airworthiness that is defined by 
its design and is maintained in operation. Airworthiness 
is a comprehensive characteristic of an aircraft defined 
by the implemented design principles and solutions that 
allows performing safe flights under expected conditions 
and under the established methods of operation [6]. Air-
worthiness Requirements of transport aircraft [7] define 
expected operating conditions as the conditions that are 
known from practice or whose occurrence can be reason-
ably predicted within the useful life of an aircraft subject to 
its purpose. Such conditions include state parameters and 
external factors that affect an aircraft, operational factors 
that affect flight safety.

The expected operating conditions do not include the 
following: 

– extreme conditions that can be reliably avoided by 
introducing operating restrictions and rules,

– extreme conditions that occur so rarely, that observing 
the Airworthiness Requirements in such conditions would 
result in a higher level of airworthiness than required and 
practical.

Airworthiness depends on the dependability of the air-
craft, including the dependability of its structure that, in turn, 
is defined by its strength.

At the stage of design, an aircraft’s airworthiness in 
terms of strength is ensured by correct choice of design 
solutions, strength, stiffness and fatigue calculations and 
testing.

In the course of aircraft operation, fatigue and cor-
rosion damage, destruction of non-metallic materials, 
exposure to extreme operating conditions beyond the 

expected conditions may cause the loss of airworthiness 
in terms of structural strength. In this context, aircraft 
operation requires maintaining its airworthiness by means 
of appropriate measures as part of service and repair 
operations.

Despite the fact that compliance with the Airworthiness 
Requirements ensures a sufficiently high level of flight 
safety, the most vital structural components are designed 
in such a way as to remain operable even under extreme 
conditions beyond the expected operating conditions. 
But dependability cannot be responsible for operability 
outside the expected operating conditions, as in accord-
ance with GOST 27.002-2015 Dependability in technics. 
Terms and definitions [8] dependability is a property of an 
item to retain in time the ability to perform the required 
functions in specified modes and conditions of applica-
tion, maintenance, storage and transportation, while in 
accordance with the terminology of the Airworthiness 
Requirements, the specified modes and conditions of ap-
plication are to be understood as the expected operating 
conditions. Conclusion suggests itself that under extreme 
conditions beyond the expected operating conditions 
operability is to be ensured by another property, i.e. 
survivability. But does any of the existing definitions of 
survivability fit this purpose? Let us examine the existing 
terminology of survivability of aeronautical structures 
and aircraft as a whole.

Currently, terminology of survivability is not represented 
in any Russian national standard. In the previous version of 
the above standard (GOST 27.002-89, [9]) the dependability 
terminology was covered in an annex, in which survivabil-
ity was defined, but it was done so in three different ways, 
which did not contribute to a clear understanding of the 
term. Let us take a look at those definitions. Survivability 
is understood as:

1) property of an item that consists in its ability to resist 
the development of critical failures from defects and damage 
under the adopted system of service and repair,

or
2) property of an item to retain limited operability when 

exposed to effects not provided for by the operating condi-
tions,

or 
3) property of an item to retain limited operability in the 

presence of defects or damage of a certain type, as well as in 
case of failure of some components. An example would be 
the retaining of the carrying capacity by structural compo-
nents affected by fatigue cracks whose size does not exceed 
the specified values.

That is a classification of sorts of the existing definitions 
of survivability. In the literature dedicated to the surviv-
ability of aeronautical structures all of the three above 
definitions are used to various extents, but the third one is 
the most common. Let us give examples of the survivability 
definitions of this type:

– survivability is the property of a structure to retain 
strength when damaged (including fatigue damage) [10],
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– survivability is the property of a structure to perform 
its functions despite the sustained damage of various 
nature [11].

In accordance with these definitions, in case of any dam-
age the operability of a structure will depend on its surviv-
ability. But a structure may sustain damage under expected 
operating conditions. That may be the case of partial failures 
caused, among other things, by design flaws, poor quality 
of structural components manufacture. Examples include 
fatigue failure of elements due to miscalculations of fatigue 
endurance or defects caused at the stage of manufacture of 
parts that prove to be stress raisers.

If a structure has redundant elements, i.e. its design 
complies with the principle of safe destruction, the remain-
ing structural components will ensure design load accom-
modation and the structure as a whole will remain operable. 
But then the concept of survivability overlaps with the 
concept of reliability that is a component of dependability. 
In accordance with [8], reliability is a property of an item 
to continuously retain the ability to perform the required 
functions during a certain period of time or operation time in 
specified modes and conditions of application, i.e. under the 
expected operating conditions in terms of the Airworthiness 
Requirements. As it is known, component redundancy is one 
of the simplest ways of improving reliability. If one or even 
several parallel elements (in case of multiple redundancy) 
fail, the remaining elements will ensure the operability of 
the item or its system. Then, what is the difference between 
the above definitions of survivability and reliability? It is 
obvious that the difference can only be in the operating con-
ditions, under which a defect or partial failure occurred. If it 
happened under the expected operating conditions, the oper-
ability must be ensured by the dependability (reliability), if 
it happened under extreme operating conditions beyond the 
expected conditions, the operability must be ensured by the 
survivability. But the above definitions of survivability say 
nothing about that.

Some papers use the term “damage tolerance (opera-
tional survivability)” along or instead of “survivability”. 
The understanding of this term varies too. Let us examine 
the following definitions:

– damage tolerance (operational survivability) is a 
property that ensures normal performance of the specified 
functions by all systems of an aircraft in flight in case of 
failures or damage to individual assemblies, elements, 
units [12],

– damage tolerance (operational survivability) of 
aeronautical structures is a property of structures of an 
aircraft to ensure safe operation in terms of strength in 
case of partial or complete destruction of load-carrying 
elements due to fatigue, corrosion, accidental damage in 
operation, or damage caused in the process of manufacture 
and repairs [13].

In terms of their meanings, those definitions are no dif-
ferent from the above definitions of survivability, while 
the word “operational” is apparently used to indicate that 
in this case combat survivability is not implied – the latter 

being the kind of survivability associated with the effects 
of munitions – and only survivability in “normal” operation 
is covered.

But in some works [10, 11] the concept of “damage 
tolerance (operational survivability)” implies something 
different:

damage tolerance (operational survivability) is a general-
ized term that characterizes the properties of a structure and 
ways of ensuring its safety in terms of strength and includes 
the allowability of damage and safety of destruction (dam-
age). Allowability of damage is a property of a structure and 
way of ensuring its safety in terms of strength by specify-
ing the time of the first and subsequent inspections of the 
structure in operation in order to detect possible damage and 
repairs or replacement of the damaged element before the 
onset of such state, when degraded strength is unacceptable. 
Safety of destruction (damage) is a property of a structure 
and way of ensuring its safety in terms of strength by design-
ing a structure in which, after possible significant damage 
or destruction of one of the main load-carrying elements, 
the residual strength, despite the structure being unrepaired, 
will not go below the allowed level over an interval of time, 
within which the damage (destruction) will be undoubtedly 
identified.

This definition is quite cumbersome and complex, but 
essentially it comes down to survivability being the property 
that ensures safety through the capability to resists the devel-
opment of critical failures out of defects. This understanding 
of damage tolerance (operational survivability) can be attrib-
uted to the first type of definitions in the above classification 
of definitions of survivability. But in this case, it overlaps 
with the standardized definition of fail-safety, the property 
of an aircraft as a whole and/or its functional systems that 
characterizes the capability to ensure safe completion of the 
flight in the expected operating conditions in case of possible 
failures onboard [14].

Given the above, the second type of definitions of sur-
vivability appears to be the most logical and consistent. 
In [15], a definition is set forth that is the closest to the 
second type: survivability is the property of an airplane 
to retain its operability when affected by projectiles and 
off-design loads, as well as subject to the existence of ac-
cumulated damage.

If we remove “as well as subject to the existence of ac-
cumulated damage” from this definition, it can be deemed 
quite acceptable.

Thus, similarly to the above definition of dependability, 
survivability can be defined as follows:

survivability is the property of an item to retain in time 
the capability to perform the required functions under ex-
treme conditions beyond the expected operating conditions 
under the specified methods of maintenance, storage and 
transportation.

Thus, any item or aircraft may be, among other things, 
either in the expected operating conditions, or in extreme 
operating conditions beyond the expected operating condi-
tions. No third option exists. Under expected operating 
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conditions the operability of an item is the responsibility of 
dependability, while under extreme operating conditions it 
is the responsibility of survivability.

The concept of “damage tolerance (operational surviv-
ability)” has the right to exist as well. If we examine the 
definition of dependability and the above recommended 
definition of survivability, in both cases the specified 
methods of maintenance, storage and transportation are 
covered. But real operating conditions are characterized 
by a significant variety and instability due to the varied 
environmental conditions, level of training of the flight 
and maintenance personnel, physical infrastructure, or-
ganization of service and repair, etc. Thus, the methods and 
conditions of maintenance, storage and transportation of an 
item may differ from the specified ones. Due to that [16] 
introduced the concept of operational dependability that 
can be formulated as follows: the property of an item to 
retain in time the capability to perform the required func-
tions under the expected operating conditions depending 
on the methods and conditions of maintenance, storage 
and transportation. Similarly to this definition the defini-
tion of damage tolerance (operational survivability) can 
be formulated as the property of an item to retain in time 
the capability to perform the required functions under 
extreme conditions beyond the expected operating condi-
tions depending on the methods of maintenance, storage 
and transportation.

Thus, dependability and survivability are interrelated, 
yet clearly delimitated concepts each of which has its own 
area of responsibility.

In order to better understand this delimitation, let us 
examine the difference and correlation between the depend-
ability and survivability using the probabilistic approach.

Probabilistic approach to the 
delimitation of the concepts 
of dependability and survivability 
of aeronautical structures

In order to ensure a better understanding of the 
differences and correlation between the concepts of 
dependability and survivability, let us use the approach 
described in [15].

Let use examine the indicator of operating efficiency of 
a transport aircraft that can be represented in the form of 
mathematical expectation:

 W = W0 Pdep Psur, 

where W0 is the initial efficiency indicator that is defined 
by the aircraft’s functional properties (most importantly its 
performance), under conditions of its absolute dependability 
and survivability. That may be, for instance, the indicator 
of productive capacity [17] W0 = mpl L/m0, where mpl is the 
maximum mass of payload, L is the flight distance with the 
maximum mass of payload, m0 is the maximum takeoff mass 
of the aircraft,

Pdep is the dependability indicator (probability of retained 
operability under the expected operating conditions),

Psur is the survivability indicator (probability of retained 
operability under extreme conditions beyond the expected 
operating conditions).

The dependability indicator can be represented as the 
product of probabilities:

 Pdep = PaPfPff, 

where Pa is the availability coefficient,
Pf is the probability of flight execution under conditions 

of the aircraft being operable,
Pff is the probability of no-failure during the flight under 

the expected operating conditions.
Let us examine these probabilities.
In order to perform the flight mission, an aircraft must 

be initially in the up state which depends on its availability. 
Quantitatively, that is evaluated with the corresponding 
probability Pa named availability coefficient.

In order to perform the flight mission, an aircraft, being in 
the up state, must conduct the flight. That depends on many 
factors, including managerial ones, but if we only talk about 
the aircraft properties, that depends, for instance, on the ca-
pabilities of the flight and navigation equipment (capability 
to ensure flights in nighttime, in poor weather conditions). 
The capability to conduct a flight under conditions of the 
aircraft being operable is defined by the corresponding 
conditional probability Pf.

However, during a flight, special situations may arise as 
the result of the effect of adverse factors or their combina-
tions that cause reduced flight safety [7], including accidents 
and crashes that prevent the flight mission performance. 
Adverse factors include failures, extreme operating condi-
tions, crew errors and maintenance errors.

In this classification of adverse factors, failures are nor-
mally understood as disruptions of operability that occur 
under expected operating conditions. They may include 
failures caused by design flaws, poor quality of structural 
components and aircraft equipment manufacture. The pos-
sibility of such failures is estimated by the corresponding 
probability Qfl, while the probability of no-failure under 
the expected operating conditions is identified according 
to formula:

 Pff = 1 − QexpQfl, (1)

where Qexp is the probability of an aircraft encountering 
expected operating conditions.

As an aircraft, as stated above, may be either in the ex-
pected operating conditions, or in extreme conditions beyond 
the expected operating conditions while no third option ex-
ists, the sum of the probabilities of an aircraft encountering 
such conditions must be equal to one:

 Qexp + Qext = 1, 



Dependability, vol. 19 no.2, 2019. Functional safety and survivability. Theory and practice

46

where Qext is the probability of an aircraft encountering 
extreme operating conditions.

Fortunately, Qexp >> Qext, while Qexp ≅ 1, so in formula 
(1) it is usually omitted.

But failures may also be caused by an aircraft encoun-
tering extreme conditions beyond the expected operating 
conditions. In other words, failures may be caused by 
anomalous external effects (for instance, single gusts with 
the speed higher that the value specified in the Airworthiness 
Requirements, which can cause the destruction of structural 
components or appearance of permanent deformations, 
excessive continued air turbulence, whose parameters are 
also specified in the Airworthiness Requirements, which 
may cause premature depletion of operating life and, as con-
sequence, fatigue failure of a structural component, effects 
of munition), crew error (for instance, hard touchdown or 
excess of maximum allowed value of maneuver load factor, 
which may cause the destruction of structural components 
or occurrence of permanent deformations) or maintenance 
error (for instance, damage to structural components as the 
result of careless performance of service and repair opera-
tions and, as consequence, premature fatigue failure). In this 
case mission performance relies on the survivability.

In accordance with [15], aircraft survivability is defined 
by the perishability and vulnerability. Let us make improve-
ments to the definitions of these concepts in accordance with 
the above considerations. Then, perishability is the property 
of an aircraft that characterizes the possibility of it encoun-
tering extreme conditions beyond the expected operating 
conditions (the indicator of perishability is the probability of 
an aircraft encountering extreme operating conditions, Qext). 
Vulnerability is the property of an aircraft that characterizes 
the possibility of disruption of its operability as the result 
of effects beyond the expected operating conditions (the 
indicator of vulnerability is the probability of loss of aircraft 
operability under condition of effects beyond the expected 
operating conditions, Qvul). Given the above, similarly to 
formula (1), the expression for the survivability indicator, 
i.e. probability of retained operability under extreme condi-
tions, is as follows:

 Psur = 1 − QextQvul. 

Conclusion

In this paper, an attempt was made to unambiguously 
define the survivability of aeronautical structures. The ob-
tained definition can be extended to an aircraft as a whole, 
as well as other complex technical objects.

There is no point in singling out the concept of combat 
survivability, since the effect of munitions is covered by the 
concept of the effects of adverse factors.

The advantage of the obtained definition of survivability 
consists in its clear difference from the standardized terms 
for dependability and fail-safety.

Additionally, the concept of damage tolerance (operation-
al survivability) was proposed that was introduced similarly 
to the concept of operational dependability.

In the author’s opinion there is a long-standing need 
to stipulate the concept of survivability in an appropri-
ate national standard or at least issue an annex to GOST 
27.002-2015 similar to an annex to the previously effective 
GOST 27.002-89, but taking into account the proposals 
made in this paper. 
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Economic assessment of the accidental risk of natural 
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Abstract. Aim. The paper is dedicated to the evaluation of the risk of transportation accidents 
caused by natural emergencies affecting train traffic on a specific line. The ever-growing an-
thropogenic burden on the environment inevitably causes climate change that, in turn, gives 
rise to higher numbers of extreme weather events. The latter usually cause industrial accidents 
and disasters. The assessment of the factors of climate-related risk that quantitatively char-
acterize their effect on the railway infrastructure is the starting point of calamity risk manage-
ment and adaptation of human activities to the ever-changing climate. Methods. The authors 
propose a method of risk assessment that takes into consideration the effect of various natu-
ral emergencies that affect rolling stock in motion. The method is based on elements of the 
probability theory and mathematical statistics. The developed method enables the assessment 
of the risk of a transportation accident caused by natural emergencies specific to not only a 
line, but a route on a railway network. Results. For the Nevinnomysskaya – Tuapse line that 
includes 6 sections of the North Caucasus Railway, one of which was damaged due to abun-
dant precipitations on October 24 and 25, 2018, the risk of transportation accident caused by 
the effects of three types of natural emergencies on the sociotechnical system of this line has 
been calculated: 
– flood,
– hurricane with wind strength of over 22 mps,
– heavy rain.
The parameters of such emergencies are characterized by the following factors:
– frequency as compared to other types of emergencies,
– average annual number of natural emergencies,
– characteristic spatial scale of the natural emergency,
– characteristic duration of the natural emergency.
The conditional probabilities of the effects on the railway sociotechnical system of an event 
that has characteristic spatial scale and duration and has caused a transportation accident 
involving a train were estimated based on the assumption that a train flow in space follows the 
normal Erlang distribution of the k-th kind. The risk of transportation accident involving up and 
down trains travelling along the i-th line of the j-th railway caused by a hazardous effect of a 
natural emergency of the m-th type is identified subject to the jointness of events. Using the 
discounting method, an equation was obtained for estimating the mathematical expectation of 
economic damage by traffic safety disturbances, which allowed estimating the economic com-
ponent of the risk. Conclusions. As the result, a method is proposed for estimation of the risk 
of transportation accidents caused by natural emergencies, an example is provided of such risk 
estimation, including the economic component, for the Nevinnomysskaya – Tuapse line.

Keywords: accidental risk, accidents, emergencies, railway transportation, natural emergen-
cies, railway freight transportation, traffic safety disturbances.
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Today’s world statistics show growing damage caused by 
hazardous weather and climate events around the globe. The 
diagram (Figure 1) shows that 90% worst economic losses 
are caused not by geophysical phenomena, such as volcano 
eruptions, tsunamis and earthquakes, but meteorological, 
climate and hydrological events, i.e. floods, strong winds, 
heavy rains, hail, droughts [1].

Importantly, hazardous climate events can initiate indus-
trial emergencies. Significant social and economic losses were 
caused by mudflows that accompanied a deep depression with 
showers between August 6 and 9, 2002 around Novorossiysk 
on the Black Sea coast of Russia. According to operational 
messages of the EMERCOM of Russia, on August 6 power-
ful mud-and-stone flows with the total volume over 15 ths. 
m3 destroyed 300 meters of railway track between Sochi and 
Tuapse, as well as the nearby motorway. 47 passenger trains 
were blocked. According to preliminary estimations, direct 
economic damage amounted to USD 71 mln. [2].

As the result of abundant precipitations on October 24 
and 25, 2018 (275-330 mm) in three municipalities of the 
Krasnodar Krai, harm was inflicted on two road bridges 
and one railway bridge, sections of the Tuapse – Maykop 
and Dzhubga – Sochi motorways, roadbed in the Tuapse – 
Krivenkovskaya and Tuapse – Adler railway lines. 36 pas-
senger trains were cancelled and 39 were delayed.

Fault-free and safe operation of railway transportation 
largely depends on the climate conditions. The assessment 
of the factors of climate-related risk that quantitatively 
characterize their effect on the railway infrastructure is the 
starting point of calamity risk management and adaptation 
of human activities to the ever-changing climate.

Risk assessment consists in its quantitative measurement 
[3]. Quantitative estimation of risk requires the analysis of 
the probabilities of occurrence of hazards and consequences 
of such hazards’ realization.

The main purpose of risk management in railway transpor-
tation consists in achieving and maintaining the acceptable 
level of risk while ensuring the functional safety of infrastruc-
ture facilities and rolling stock [4]. As of late, special emphasis 
is placed on the matters of dependability of rolling stock and 
development of systems and methods of risk estimation and 
management aimed at ensuring the safety of transportation 
processes [5-8]. However, the latest research into this matter 
examines the system of railway infrastructure operation sepa-
rately from the environment. The authors propose a method 
of transportation accident risk assessment that takes into 
consideration the effect of various natural emergencies.

A transportation accident is understood as train wrecks, 
train accidents, as well as derailments and collisions of 
rolling stock that do not cause train wrecks and accidents 
in accordance with the classification of the Decree of the 
Ministry of Transportation of the Russian Federation no. 
344 of December 18, 2014 [10].

Let us introduce the following notations for the purpose 
of characterizing natural emergencies:

Cj,i,m, an event that is a natural emergency of the m-th 
type that occurred in the Russian geographical region where 
the i-th line of the j-th railway is situated,

Dj,i,m, an event that characterizes the effect of a natural 
emergency of the m-th type (event Cj,i,m) on the sociotech-
nical railway system on the i-th line of the j-th railway and 
causes a transportation accident,

Figure 1. Number of natural disasters between 1980 and 2016
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Bj,i,m = Dj,i,m Ч Cj,i,m, a transportation accident [10] 
caused by the effect of a natural emergency of the m-th 
type on the sociotechnical railway system on the i-th line 
of the j-th railway, 

Nj,i,m, the average yearly number of natural emergencies 
of the m-th type that occur in the Russian geographical re-
gion where the i-th line of the j-th railway (m = 1, 2, ..., М) 
is situated, 1/year,

Lj,i,m, the characteristic spatial scale of a natural emergen-
cies of the m-th type that occurs in the Russian geographical 
region where the i-th line of the j-th railway (m = 1, 2, ..., М) 
is situated, km,

Tj,i,m, the characteristic duration of a natural emergency 
of the m-th type that occurs in the Russian geographical re-
gion where the i-th line of the j-th railway (m = 1, 2, ..., М) 
is situated, h,

We will estimate the probability of a transportation ac-
cident affecting an up train on the i-th line of the j-th railway 
caused by a natural emergency of the m-th type using the 
following formulas: 

  (1)

where .
 is the probability of occurrence in the specific 

geographical region of a natural emergency of the m-th 
type with the characteristic spatial scale Lj,i,m within the 
average time of presence of an up train on the i-th line with 
the length of Lj,i [9],

 
, (2)

where ,  is the up service speed on the 
i-th line of the j-th railway,

 is the conditional probability of the effect 
on the sociotechnical railway system of event Cj,i,m with 
characteristic spatial scale Lj,i,m causing a transportation 
accident involving an up train on the i-th line of the j-th 
railway [9]

; 

  (3)

where kx is the kind of the standard Erlang distribution, 
 is the average spacing of up trains on 

the i-th line of the j-th railway, km, 
 is the average headway between up trains on the 

i-th line of the j-th railway, h,
 is the conditional probability of the effect 

on the sociotechnical railway system of event Cj,i,m with 
characteristic duration Tj,i,m that caused a transportation 
accident involving an up train on the i-th line of the j-th 
railway [9]

; 

 , (4)

where kt is the kind of the standard Erlang distribution,
In formula (1) written to estimate the probability of a 

transportation accident involving a down train on the i-th 
line of the j-th railway , the corresponding values 

, ,  are identified ac-
cording to formulas similar to those for up trains subject to 
appropriate data.

Then, the probability  of a transportation accident 
affecting up and down trains on the i-th line of the j-th rail-
way caused by a hazardous effect of a natural emergency of 
the m-th type can be identified using the following formula 
(accounting for the jointness of events): 

. (5)

Out of formulas (1), (5), we can obtain the following 
estimates of the probability of a transportation accident af-
fecting a moving train. 

I. We will estimate the probability of a transportation 
accident affecting a train on the i-th line of the j-th railway 
caused by all possible natural emergencies of M types 
(m = 1, 2, 3, …, M) using the following formula:

for an up train

 
, (6)

for a down train

 , (7)

for up and down trains

 , (8)

where цm is the frequency of emergencies of the m-th type 

out of all the other types of emergencies, , 

BM
j,i is a transportation accident, an event that followed 

the effect of all possible M types of natural emergencies 
on the sociotechnical railway system on the i-th line of the 
j-th railway.

II. We will estimate the probability of a transportation 
accident affecting a train on I (i =1, 2, 3, …, I) lines of the 
j-th railway caused by a natural emergency of the m-th type 
using the following formulas:

for an up train

 
, (9)

for a down train
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, (10)

for up and down trains

 , (11)

where BI
j,i is a transportation accident, an event that fol-

lowed the effect of a natural emergency of the m-th type 
on the sociotechnical railway system on I (i =1, 2, 3, …, I) 
lines of the j-th railway.

III. We will estimate the probability of a transportation 
accident affecting a train moving along I (i = 1, 2, 3, …, I) 
lines of the j-th railway caused by all possible natural emer-
gencies using the following formulas:

for an up train:

 
, (12)

for a down train:

 
, (13)

for up and down trains:

 
, (14)

where BI,M
j is an event that followed the effect of all 

possible M types of natural emergencies of the sociotech-
nical railway system on I (i =1, 2, 3, …, I) lines of the j-th 
railway. 

IV. We will estimate the probability of a transportation 
accident affecting a train on I (i = 1, 2, 3, …, I) lines of J 
(j = 1, 2, 3, …, J) railways caused by all possible natural 
emergencies using the following formulas:

for an up train

 
, (15)

for a down train

 
, (16)

for up and down trains

 , (17)

where BJ,IM is a transportation accident, an event that 
followed the effect of all possible M types of natural emer-
gencies on the sociotechnical railway system on I (i =1, 2, 
3, …, I) lines of J (j = 1, 2, 3, …, J) railways.

If in formulas (9) to (14) for I we take all the lines of the 
j-th railway, we can obtain the corresponding estimates of ac-
cidental risk for the j-th railway as a whole (j = 1, 2, 3, …, J). 
If in formulas (15) to (17) we take I (i = 1, 2, 3, …, I) lines of 
J (j = 1, 2, 3, …, J) railways, we can obtain the corresponding 
estimates of accidental risks for various routes.

For the economic assessment of the consequences of 
transportation accidents let us use the information set forth 
in [11–16]. According to [10], transportation accidents, i.e. 
traffic safety disturbances (TSD) are subdivided into train 
wrecks, B1, train accidents, B2, transportation accidents 
(derailment or collision without consequences in the form 
of train wreck or train accident), B3.

Using the discounting method [11] and statistical data 
of [12, 13], we can write the estimation equation of the 
mathematical expectation of economic damage caused by 
TSD as Bn (Bn = B1, B2, B3):

 , (18)

where Y0(B1) = 2.106 rubles, Y0(B2) = 0.5.106 rubles, Y0(B3) 
= 7.103 rubles are the average values of economic damage 
caused by one event of types B1, B2, B3 in 2000 rubles,

р = Y – 2000 is the conventional year,
Y is the calendar year of risk analysis,
r is the rate of discounting (r = 0.1–0.12).
The practical impossibility of predictive estimation of the 

economic damage caused by TSD of type Вn associated with 
the effect of natural emergencies on sociotechnical railway 
systems and causing transportation accidents involving 
moving trains forces us to resort to using conservative as-
sumptions and a posteriori statistical data on the TSD that 
affect trains. Given the above, the equation can be written 
as follows:

 
, (19)

where αn is the relative rates of TSD of type Bn (n = 1, 2, 3)  
that according to [14, 16] can be estimated as α1 = 0.01, 
α2 = 0.1, α3 = 0.89.

Then, the economic estimate of the risk of transportation 
accident affecting a train on the i-th line of the j-th railway 
caused by a natural emergency of the m-th type can be ob-
tained using the following formulas: 

up ,
down ,
up and down . (20)

The economic estimate of risks for cases BI
j,m; BI,M

j; B
I,J,M 

(for I lines in one railway or J railways) can be obtained 
similarly by multiplying the corresponding probability of 
a transportation accident (formulas (6) – (17)) by the size 
of damage Y(B). 

Let us estimate the probability of transportation accident 
R(BM

j,i) involving trains on the Nevinnomysskaya – Tuapse 
line of 6 sections (i = 1, 2, 3, …, 6) of the North Caucasus 
Railway caused by the effect of three types of natural emer-
gencies below on the sociotechnical system: 

– flood (m = 1), frequency as compared to other types 
of emergencies ц1 = 0.06, average annual number N1 = 1, 
characteristic spatial scale L1 = 15 km, characteristic dura-
tion Т1 = 1 h,
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– hurricane with wind strength over 22 mps (m = 2), 
frequency as compared to other types of emergencies ц2 = 
0.11, average annual number of natural emergencies N2 = 
2, characteristic spatial scale L2 = 300 km, characteristic 
duration Т2 = 120 h,

– heavy rain (m = 3), frequency as compared to other 
types of emergencies ц3 = 0.83, average annual number of 
natural emergencies N3 = 15, characteristic spatial scale L3 
= 1 km, characteristic duration Т3 = 3 h.

The calculation data is given in Table 1.
Using formula (14), let us estimate the probabili-

ties of a transportation accident involving trains on 6 
(i = 1, 2, 3, …, 6) lines of the North Caucasus Railway (j = 1) 
caused by three hazardous states (M = 3) of environmental 
objects: R(B6.3

1) = 4.295∙10-4. The mathematical expectation 
of the economic damage of TSD calculated as of 2019 will 
amount to Y(B) = 429474.42 rub (formula (19)).

Then, the estimate of the economic risk of a transportation 
accident involving a train traveling on 6 (i = 1, 2, 3, …, 6) 
lines of the North Caucasus Railway (j = 1) will be (similarly 
to formula (20)):

If, for instance, we consider the case of transportation 
of 1 t of hazardous freight on this route that amount to ap-
proximately 6000 rub, the obtained economic estimate can 
be considered as the amount of coverage for the purpose of 
risk management (risk treatment) by means of transfer.
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