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OPTIMIZATION OF COSTS FOR DEVELOPMENT 
AND OPERATION OF COMPLEX SOFTWARE 
OF INFORMATION AND CONTROL SYSTEMS

The problems related to information solutions deployment in the education system are connected with the 
development of complex software that solves both information and management tasks. The development 
of such software involves significant material costs. Beside the software development costs, the expenses 
related to elimination of the consequences of software failures must be taken into consideration as well. 
All those costs should be evaluated at the stage of the development of performance specifications for 
software. This article deals with the evaluation and minimization of the above costs.
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In a market economy, product quality is of primary importance. Quality involves a 
number of parameters, including dependability. Manufacturing quality products requires 
dependable automation systems. Automated control systems (ACSs) include hardware and 
software. ACS software dependability is a comprehensive property whose main component 
is reliability. Reliability is a property that characterizes the ability to retain the availability 
in given operating modes and conditions. ACSs of technical systems are constantly growing 
in importance. They are used in industrial facilities, transportation, aerospace, defense and 
other industries.

Today’s ACSs of technical systems are complex equipment systems that include 
computers, data networks, controllers, sensors, executive mechanisms and other devices. 
As an essential component they include complex software. The operational quality 
and dependability of the whole automated system largely depends on the quality and 
dependability of the software. Compliance with the requirements for the quality and 
dependability of the software must be ensured at all stages of an ACS’s lifecycle. Evaluation 
of the dependability of ACS software involves collecting and processing of failure data 
both during software development and operation. ACS software failures are primarily 
caused by coding errors. 

The purpose of this paper is to reduce the cost of software development and operation of 
equipment controlled by such software during business operations, personnel training and 
research.

In order to reach the set goal the following tasks must be solved:
- evaluate the dependability of complex software, mean time to failure;
- based on the software mean time to failure, identify the expected total losses caused by 

system failures;
- generate the model of dependence of a complex software development cost on its 

dependability (mean time to failure);
- define an economically feasible level of complex software dependability.
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Evaluation of software 
development cost

The development of software includes a number of stages, 
including the development of performance specifications and 
algorithmic presentation, offline and complex debugging, 
acceptance testing. Depending on the type of program 
and design tools, programming languages and techniques 
used, the respective cost components differ. However, 
in the development of complex control and information 
management hardware and software systems that include 
costly equipment, the component relating to the complex 
debugging is the largest. The complex debugging is 
often combined with acceptance tests, therefore it can be 
considered that this is the final stage of the development 
process. The decision regarding the end of development 
and commissioning of the finished software can only be 
taken at this stage.

Complex debugging involves not only local resources, 
but also additional remote equipment. Beside the cost of 
personnel performing the search and elimination of software 
errors, depreciation of local computer and communications 
equipment, the expenses related to manufacturing equipment 
rental, as well as the cost of computer and other equipment 
operation, cost of intermediate products and tools used 
in non-production activities, remuneration to remote 
employees, electricity and heating should be taken into 
consideration as well.

As an example, let us consider the project of 
development of software for remote training of process 
automation and mechanical engineers. Table 1 shows 
the weekly cost of complex debugging during 10 weeks. 
The information includes all costs including equipment 
depreciation.

Table 1. Costs of complex debugging of soft-
ware of the flexible industrial training system 
(MSTU  STANKIN) in conventional units

1st 
week

2nd 
week

3rd 
week

4th 
week

5th 
week

6th 
week

7th 
week

8th 
week

9th 
week

10th 
week

0.98 1.02 1.01 0.99 0.98 1.01 1.02 0.99 0.99 1.01

The information given in Table 1 lets us suggest a linear 
dependence of debugging cost from its duration (time of 
debugging in weeks). Using the chi-square method, let us 
verify the legitimacy of that suggestion. The processing of 
the information given in Table 1 confirms the hypothesis 
with probability 99.5 %. Therefore, the assumption of the 
linear dependence of the rising cost of complex debugging 
on its duration is confirmed. Those costs are shown in Fig. 1 
with the dash line: 

	 C1 = c∙t,	 (1)

where c is the average cost of software development per 
time unit; t is the duration of debugging.

Each software failure entails additional financial 
losses caused by interruptions in the manufacturing 
process and correction of errors. In order to identify the 
losses caused by software failure it is required to know 
the dependence of the failure rate from the duration 
of debugging. Such dependence is considered in the 
author’s papers [1-3].

The flow of software failures is considered to 
be ordinary. Failure rate matches the failure flow 
parameter [1]. The average number of failures with 
recovery per time unit matches the failure rate. The 
failure rate was identified based on the software 
dependability model [1]:

	
,	 (1)

where N is the number of various groups of operators 
or classes with identical dependability characteristics; a1, 
a2, a3, …, aN , b1, b2, b3, …, bN are the coefficients of the 
model equation.

Let us specify the average software failure cost С1 and 
deduce the formula that associates the losses caused by 
software failure С0 with the failure rate Н(t):

	 С0 = С1∙Н(t).	 (2)

By inserting the value Н(t) from formula (1) we will 
finally deduce:

	 .	 (3)

In Fig. 1 the curve C0 is drawn with the solid line.

Fig. 1. Total software development cost

The total cost of software debugging can be defined as 
the sum of C1 and С0:

	 	 (4)

In fig. 1 total costs С are shown with the heavy dash-
and-dot line.
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Function С has a minimum, which is shown in fig. 1. 
Thus, an optimal software debugging time exists (Тdbg) that 
minimizes total financial losses. 

Statement of problem for optimization 
of software dependability and 
selection of method

In [1] the authors provide a formula that associates 
the software failure rate with its structure, failure rates of 
its modules and probability of no-failure of the system’s 
modules. According to that formula, the software failure 
rate is:

	
	 (5)

where hi(ti) is the failure rate of a module of the i-th group 
in case of its debugging during time ti, vi is the frequency 
factor that takes into consideration the system’s structure 
and probability of no-failure of its modules. 

Dependence H(t) is considered in [2] that refers to the 
results of mathematical modeling of dependability. It has 
been found that the value of function H(t) is determined 
from formula:

	 ,	 (6)

where vi is the probability of no-failure of a module of 
the ith type; ti is the time of its operation; бi is a complex 
coefficient that takes into consideration the debug time and 
several other parameters.

Dependence H(t) of failure rate from the software 
operation time is a non-linear characteristic. 

Let us assume that time T0 has been given for software 
debugging. This time will be the total of all debug times of 
modules. The debug time of each module is a nonnegative 
quantity: 

	 	 (7)

By modifying the value of debug time of module i ti while 
observing the set of constraints (7) we will deduct various 
values: functions Н(t1, t2, ..., tN).

Let us set the problem of minimizing the value of 
software failure rate Н(t1, t2, ..., tN) (6) while observing the 
constraints (7). 

Given the non-linearity of functions hi(ti) the optimization 
task can be solved based on the nonlinear mathematical 
programming methods. 

Most non-linear programming methods have no 
restrictions of the number of optimizable variables. As N 

grows, the labor intensity of the calculations increases as 
well, which complicates their practical application. Existing 
software of automated control systems consists of 100 – 
500 or even more program modules. With the N values 
that high, many nonlinear programming methods become 
inefficient. 

Let us consider a case when the software consists of a 
large number of program modules characterized by a small 
amount of code and simple structure. 

In order to optimize such software’s dependability it 
is suggested to use an algorithm based on the Bellman 
principle [8, 9].

Solution of the optimization task based 
on the Bellman principle

The software failure rate depending on the debug time 
can be evaluated using formula [2]:

	 	 (8)

Let us expand the logarithmic function  as 

a power series, use it in formula (8) and deduce:

	
.	  (9)

Note that value P0 is quite small and amounts to 0.1 – 
0.03. Value б does not exceed 1. Raising to the jth power 

will make the product  rapidly diminish. The 

second element of the power series will be at least 100 
times, while the third at least 15000 times smaller than the 
first element. 

We can afford using just the first element of the series 
without significantly loosing in accuracy:

.

Let us reduce the right part of the last equation to an 
exponential form: 

.

In order to simplify further calculations let us indicate: 

,
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Then we will deduce:

	 .	 (10)

Let us substitute (10) into (5):

	 .	 (11)

It is required to find the minimal failure rate (11) for the 
set of constraints (7). In order to optimize the failure rate 
function imposed by formula (11), let us use the dynamic 
programming method, i.e. generate a series of recurrence 
formulas: 

	
,	(12)

	 .	 (13)

In formula (12), the minimal sum-function is calculated, 
one of the functions being exponential. It can be shown that 
functions fk(t) at all allowable values of k will be exponential 
as well. This assertion is evidenced in [1]. 

The minimization required to perform calculations 
using formulas (12) and (13) is somewhat complicated. In 
order to proceed to the next step, i.e. increment of value k, 
it is required to identify function fk(t) within the interval 
0 ≤ t ≤ T0. 

In order to obtain the recurrence calculation formulas, 
let us differentiate formula (12) in square brackets (where 
k = 2) and equate the result of differentiation to zero, as it is 
normally done when solving extremum problems in classic 
mathematical analysis. 

Having solved the resulting equation with respect 
to variable t1 and substituted it into expression (12) we 
will obtain the analytic expression f2(t). Let us write the 
expression for f2(t) as (13) and identify the respective value 
of new coefficients with exponent and argument t. 

The validity of the above mathematical operations is 
evidenced and the detailed development of the recurrence 
formulas is given in [1].

In order to evaluate the practical results of software 
dependability optimization, failure rates of existing software 
were analyzed. The values of failure rate were evaluated for 
two methods: 

- for traditional debug time distribution, when all program 
modules are debugged to the same value of failure rate;

- for optimal debug time distribution that is calculated 
using formulas (11) – (13).

The comparison of the two debug time distribution 
methods has shown that optimization reduces the debug time 
by 9 – 20% while keeping the same level of dependability 
as without the optimization.

Conclusions 

The paper has set and solved the task of rational planning 
of software debugging time. Rational planning includes two 
optimization tasks: definition of the minimal time fund of 
complex software debugging aimed at reaching the specified 
failure rate and the task of reaching the specified failure rate 
of software system within the allowed development time. 
The failure rate is presented as a function of many variables 
from the debug time and failure rates of individual software 
modules. 

It is shown that most nonlinear programming techniques 
are not applicable to optimization of FMS software 
dependability. 

The Bellman’s principle can be used under condition 
of insignificant simplification of the mathematical model 
of software dependability without a significant loss of 
accuracy. Using that principle, recursion formulas have 
been determined that allow solving both of the above 
tasks.
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