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Summary. Aim. The paper examines the problem of small sample analysis by means of syn-
thesizing new statistical tests generated by the clustering of the Hurst statistical test with the 
Frozini test, as well as with the Murota-Takeuchi test. The problem of normal distribution hy-
pothesis testing on samples of 16 to 25 experiments is solved. Such significant limitations of 
the sample size arise in subject areas that include biometrics, biology, medical science and 
economics. In this case, the problem can be solved by applying not one, but a number of 
statistical tests to the analysis of the same small sample. Methods. It is suggested multiplying 
the Hurst test outputs by the Frozini test and/or the Murota-Takeuchi test outputs. A multiplica-
tive clustering was performed for pairs of examined tests and their combination. It was shown 
that for each known statistical test, an equivalent artificial neuron can be constructed. A neural 
network integration of about 21 classical statistical tests constructed in the last century be-
comes possible. It is expected that the addition of new statistical tests in the form of artificial 
neurons will improve the quality of multi-criteria analysis solutions. Formally, the products of 
non-recurrent pairs of 21 original classical statistical tests should produce 210 new statistical 
tests. That is significantly more than the total number of statistical tests developed in the last 
century for the purpose of normality testing. Results. Pairwise product of the examined tests 
allows reducing the probability of errors of the first and second kind by more than 1.55 times 
as compared to the basic Hurst test. In case of triple product of the tests, the probabilities of 
error decrease relative to the basic Hurst test and to the associated second test. It is noted 
that there is no steady improvement in the quality of the decisions made by multiplicative 
mathematical constructions. The probabilities of error of the new test obtained by multiplying 
three of the examined tests are approximately 1.5% worse as compared to those of the tests 
obtained by multiplying pairs of the original tests. Conclusions. By analogy with the examined 
tests, the proposed data processing methods can also be applied to other known statistical 
tests. In theory, it becomes possible to significantly increase the number of new statistical 
tests by multiplying their final values. Unfortunately, as the number of clustered statistical tests 
grows, mutual correlations between the newly synthesized tests grow as well. The latter fact 
limits the capabilities of the method proposed in the paper. Further research is required in 
order to identify the most efficient combinations of pairs, triples or large groups for known 
statistical tests.
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Introduction

Neural networks are trained to convert biometrics into an 
authentication code per GOST R 52633.5 [1] using 16 examples 
of a “Friend” image. “Good” biometrics data have a normal 
distribution, while “bad” data with gross errors have a near-
uniform distribution. Eventually, when evaluating the quality 
of small learning samples, the hypothesis of normal distribution 
of a small sample of 16 examples needs to be tested. 

One of the methods of testing the normality hypothesis 
involves using the Hurst test (the ratio between the scope of 
data and the standard deviation of the sample that is com-
monly used in economics [2]). Unfortunately, this statistical 
test does not perform well with small samples. The distribu-
tion of data is shown in Fig. 1.

Fig. 1. Example of poor linear separability by an artificial neu-
ron of the output states of the classical Hurst test for small sam-

ples of 16 experiments

It is obvious that, for small samples, the probabili-
ties of errors of the first and second kind are high: 
Р1 = Р2 = РЕЕ ≈ 0.228. In this context, according to the 
standard recommended [3, 4] acceptable values of the con-
fidence probability, the classical tests are to be applied to 
samples of 200 or more experiments. This condition cannot 
be fulfilled for neural network biometrics.

A similar situation occurs when we try using another 
statistical test. Fig. 2 shows the density functions of the 
output states of the Frozini test.

Fig. 2. Output states of the classical Frozini test for small sam-
ples of 16 experiments

Comparing Fig. 1 and Fig. 2 clearly shows that the linear 
separability of normal and uniform small sample data of the 

Frozini test is significantly better Р1 = Р2 = РЕЕ ≈ 0.172 as 
compared to the Hurst test. We observe a 1.33-fold decrease 
in the probability of errors of the first and second kind. The 
effect of linear separability of data is even higher for the 
Murota-Takeuchi test, Fig. 3.

Fig. 3. Distribution of the output data of the Murota-Takeuchi 
test 

For the Murota-Takeuchi test, the probability of er-
rors of the first and second kind can be reduced to 
Р1 = Р2 = РЕЕ ≈ 0.152. That test is the most powerful out of 
the three examined.

It is also obvious that for each statistical test [5, 6], an 
equivalent artificial neuron can be constructed that quan-
tizes data in the point of equally probable errors of the first 
and second kind Р1 = Р2 = РЕЕ, if the quantizer outputs “0” 
for normal data. In this case, the three artificial neurons 
under consideration will likely output code “000” with 
triple redundancy if the input is data with a normal-like 
distribution. 

Moreover, the reference book [7] describes 21 statistical 
tests for normality testing. In other words, we can obtain 
21 artificial neurons that solve the same problem simulta-
neously. At the same time, formally, we will obtain output 
codes with a 21-fold redundancy. This redundancy can be 
contracted using codes that enable detection and correction 
of errors [8]. 

Unfortunately, most of the statistical tests created in the 
last century involve a strong correlation between the output 
states. Taking into account the effect of the correlations [9] 
causes the situation whereas the statistical tests created in the 
last century are not sufficient for a confidence probability of 
0.99. About 40 new statistical tests need to be synthesised 
in the near future. 

Method of increasing the number 
of statistical tests through pairwise 
multiplication of their final results

It should be noted that multiplying the outputs of the for-
mula of a certain statistical test should cause increased linear 
separability of small samples with a normal and uniform 
distribution. This fact is easily verified through a numerical 
experiment. The Hurst, Frozini and Murota-Takeuchi tests, 
as well as their multiplicative clusterings are calculated using 
software written in MathCAD and shown Fig. 4.
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Among other things, the above software allows calculat-
ing the Hurst-Frozini multiplicative test. Data on the density 
function of the test’s output states are shown in Fig. 5.

Fig. 5. Density functions of the output states of the Hurst and 
Frozini multiplicative test

The multiplicative Hurst-Frozini hybrid has a 28% 
lower probability of errors of the first and second kind 
Р1 = Р2 = РЕЕ ≈ 0.134 as compared with the Frozini test, 
the most powerful one out of them. Another version of the 
new Hurst (and Murota-Takeuchi) multiplicative statistical 
test also has a significant, 14% reduction in the probability 
of errors of the first and second kind as compared with the 
Murota-Takeuchi test, the most powerful one out of them. 
The distribution of the response probability functions of the 
synthesized multiplicative test are shown in Fig. 6.

Fig. 6. Density functions of the output states of the Hurst (and 
Murota-Takeuchi) multiplicative test with probability of error 

Р1 = Р2 = РЕЕ ≈ 0.133

Synthesising another test by 
multiplying the output states of all 
three examined statistical tests

As the above transformations show, multiplying the 
responses of two statistical tests significantly reduces the 
probability of errors of the first and second kind. In theory, 
the effect should grow if more than two statistical test out-
puts are multiplied. Fig. 7 shows data on the probability of 
errors of the first and second kind obtained by multiplying 
all three examined statistical tests.

Fig. 7. Density functions of the output states of the Hurst-Fro-
zini-Murota-Takeuchi multiplicative test obtained by multiply-

ing the three examined tests

Multiplying a group of three statistical tests produc-
es the probability of errors of the first and second kind 
Р1 = Р2 = РЕЕ ≈ 0.136, which is 1.5% worse as compared with 
the paired multiplicative tests. It appears that the probability 
of errors hardly always occurs when the number of multiplied 
partial parameters grows. Unfortunately, as the number of mul-
tiplied tests (the multiplicativity) grows, the correlation of their 
responses increases as well. That appears to be the exact factor 
that limits the decrease of the probabilities when it is attempted 
to increase the number of multiplicatively clustered initial tests. 

Conclusion

All known statistical tests can be divided into two classes. 
In the case under consideration, all three tests belong to the 
same class. They are similar with respect to the point of equal 

Fig. 4. Software for numerical simulation of three examined statistical tests and their multiplicative combinations
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probability of error in the shared data Р1 = Р2 = РЕЕ. The dis-
tribution of normal small sample data for the Hurst, Frazini 
and Murota-Takeuchi tests is always to the left of the point 
Р1 = Р2 = РЕЕ (see continuous graphs in Fig. 1–3, 5, 6). The 
distribution of uniform data for such tests is always to the 
right of the point Р1 = Р2 = РЕЕ (see the dotted graphs in Fig. 
1–3, 5, 6). That allows clustering the tests multiplicatively.

On the one hand, multiplicative clustering of known sta-
tistical tests allows synthesizing quite a number of new tests. 
However, such attempts cause a growing rate of correlation 
of new data, which is a negative phenomenon. In general, 
synthesizing new statistical tests through multiplicative 
clustering of existing tests is impossible without taking into 
account the growing correlations between the new tests. 
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tests assuming a steadily increasing quality of the solutions 
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that identified the absence of a steady decrease of the prob-
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