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Abstract. The paper Aims to examine various approaches to the ways of improving the quality 
of predictions and classification of unbalanced data that allow improving the accuracy of rare 
event classification. When predicting the onset of rare events using machine learning tech-
niques, researchers face the problem of inconsistency between the quality of trained models 
and their actual ability to correctly predict the occurrence of a rare event. The paper examines 
model training under unbalanced initial data. The subject of research is the information on 
incidents and hazardous events at railway power supply facilities. The problem of unbalanced 
data is expressed in the noticeable imbalance between the types of observed events, i.e., the 
numbers of instances. Methods. While handling unbalanced data, depending on the nature 
of the problem at hand, the quality and size of the initial data, various Data Science-based 
techniques of improving the quality of classification models and prediction are used. Some 
of those methods are focused on attributes and parameters of classification models. Those 
include FAST, CFS, fuzzy classifiers, GridSearchCV, etc. Another group of methods is oriented 
towards generating representative subsets out of initial datasets, i.e., samples. Data sampling 
techniques allow examining the effect of class proportions on the quality of machine learning. 
In particular, in this paper, the NearMiss method is considered in detail. Results. The problem 
of class imbalance in respect to the analysis of the number of incidents at railway facilities has 
existed since 2015. Despite the decreasing share of hazardous events at railway power supply 
facilities in the three years since 2018, an increase in the number of such events cannot be 
ruled out. Monthly statistics of hazardous event distribution exhibit no trend for declines and 
peaks. In this context, the optimal period of observation of the number of incidents and haz-
ardous events is a month. A visualization of the class ratio has shown the absence of a clear 
boundary between the members of the majority class (incidents) and those of the minority 
class (hazardous events). The class ratio was studied in two and three dimensions, in actual 
values and using the method of main components. Such “proximity” of classes is one of the 
causes of wrong predictions. In this paper, the authors analysed past research of the ways of 
improving the quality of machine learning based on unbalanced data. The terms that describe 
the degree of class imbalances have been defined and clarified. The strengths and weaknesses 
of 50 various methods of handling such data were studied and set forth. Out of the set of 
methods of handling the numbers of class members as part of the classification (prediction of 
the occurrence) of rare hazardous events in railway transportation, the NearMiss method was 
chosen. It allows experimenting with the ratios and methods of selecting class members. As 
the results of a series of experiments, the accuracy of rare hazardous event classification was 
improved from 0 to 70-90%.
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1. The relevance of the problem 
of improving the quality of simulation 
as part of predicting rare events 
in railway transportation 

When predicting hazardous events, researchers face a 
controversial problem: the fewer are the events, the better 
it is for the observed object, and the harder it is to train a 
model of the required quality. Currently, the proportion 
of hazardous events out of all incidents involving railway 
power supply facilities (RPSF) does not exceed 2% per 
year (Fig. 1a).

As it can be seen from the graph in Fig. 1a, since 2018, the 
proportion of hazardous events has been on a decline, yet the 
available observation period is not long enough to conclude 
on a steady reduction, while the data up to 2018 suggest the 
possibility of growing numbers of failures. Detailed monthly 
statistics (Fig. 1b) show the numbers of hazardous events 
peaking. The lack of clear seasonal patterns in the data does 
not allow scheduling preventive measures aimed at prevent-

ing hazardous events. A year is not an efficient observation 
period, as the condition of railway facilities changes greatly 
over a year and the planned activities may prove to be ir-
relevant. Therefore, of special interest are models that allow 
predicting hazardous events within periods of one month. 
At this level of observation detail, the matter of the “rarity” 
of the target factor becomes even more critical. On average, 
it accounts for less than 0.4% of cases.

Despite the small number of hazardous events, the number 
of other unrelated incidents is in the thousands, which allows 
employing Big Data techniques. There are two main obstacles 
to building highly accurate models, i.e., class imbalance and 
data quality. In terms of data quality, the most common issues 
include incompleteness, duplication, inconsistent information, 
manual input errors. However, when working with railway 
facilities, the authors came to face another problem, i.e., the 
lack of distinct differences between the characteristics of 
facilities. On the monthly level, RPSF are mainly character-
ized by incident data. Upon data preparation, each RPSF is 
characterized by more than 150 features.

Fig. 1. The proportion of hazardous events out of incidents involving RPSF

Fig. 2. Class imbalance at similar facilities
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Fig. 2a shows the ratio of classes on a plane with two 
coordinates, the number of incidents and the average number 
of days it takes to eliminate such incidents. It can be seen 
that there is no class boundary between the two features. 
Upon reducing the dimension using the dominant compo-
nent analysis, let us move from a hundred of features to 
three (Fig. 2b). The graph better shows the concentration 
of hazardous events, yet there is still no clear boundary 
between classes. 

Thus, improving the quality of incident classification is to 
involve handling class imbalance and selection of features. 
Otherwise, the quality of RPSF condition classification 
models will be unsatisfactory. (Table 1). 

Table 1. Quality of classification models prior 
to  the  use of accuracy improvement techniques

Model

Accuracy of hazardous 
event prediction

Accuracy of safe state 
prediction

Training 
sample

Test 
sample

Training 
sample

Test 
sample

GBC 0 0.416 1 1
Logi 0 0 1 1
KNN 0 0 1 1
DTC 0 0.043 0.994 1

2. Ways of improving the accuracy 
of rare event prediction

The methods for improving the quality of classification 
can be divided into two groups: those based on features and 
parameters and those based on the number of class instances. 
Those methods can be used both at the stage of data prepara-
tion, and at the stage of training (Fig. 3).

The feature-based group includes:
1) methods of significant feature selection;
2) model selection and setting.
The methods based on the number of class instances 

include:
1) class equalization;
2) handling class imbalance;
3) minority class modelling;
4) selection of effective penalty function (handling clas-

sification error).
Although those methods are now widely known, there 

is no single algorithm of their combined application for 
the purpose of improved classification. The specificity 
and scope of data available in each particular situation 
force the researchers to experiment in search of an optimal 
combination of various methods. For instance, [1] proposed a 
technique that involves using a combination of classification 

Fig. 3. Ways of improving the quality of classification

Fig. 4. Synthesized observation using SMOTE
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Table  2. Overview of the methods of handling class imbalance

Solution Essential description of a group of 
methods Advantage Disadvantage

Data level approach
MLSMOTE [7]

Pre-training stage: balancing by 
means of either undersampling, or 

oversampling in order to reduce the 
imbalance factor in the training data

Direct approach 
and wide applica-

tion
Risk of overtraining

Diversified Sensitivity-based Undersam-
pling (DSUS) [8]

Ant Colony Optimization (ACO) [9]
SMOTE [10]

Evolutionary undersampling [11]
Value (importance) boosting

Cost-sensitive linguistic fuzzy rule [12] Cost items (indicate the importance 
of class identification) designate the 
uneven importance of identification 

among classes. Increasing strategy may 
intentionally shift the training towards 

the classes associated with greater iden-
tification importance and ultimately im-

prove the identification performance

A straightforward 
method, especially 
if the cost of error 

is known

Additional training costs 
due to finding an efficient 

cost matrix, especially 
when the real cost of error 

is unknown

Increasing cost sensitivity

Feature selection
Selection of minority class characteristics

Methods for selecting the features for 
the training

Helps solve class 
overlapping

Additional computational 
costs due to the require-

ment of data pre-process-
ing

Density-based entity selection
roc-based FAST generation of observa-

tions 
Correlation-based CFS generation of 

observations
Algorithm-level approach

Argument-based rule learning [14]

Specialized algorithms that specifi-
cally examine the distribution of class 

imbalance within datasets 

Efficiency through 
modified algorithms 
for training solely 
based on the distri-
bution of imbalance 

classes

It may be required to do 
pre-processing in order to 
balance-out uneven class 

distribution

Difference-based training [15]
Fuzzy classifier [16]

z-SVM [17]
Hierarchical fuzzy rule [18]

Distribution of conditional nearest class 
neighbour [19]

k-NN sample generalization [20]
Weighted nearest neighbour classifier [21]

One-class training
One-class training [22]

Classifier modelling on the minority 
class representation Ease of use

Inefficient when used along 
with classification algo-

rithms that are to be trained 
on the prevailing class

Class conditional nearest neighbour dis-
tribution (CCNND) [19]

Economic training
Bayesian SVM classifier [23]

A group of classification methods 
based on the cost of misclassification 

of both a false positive and a miss

A simple and quick 
processing tech-

nique 

Inefficient if the actual 
cost is not available. Addi-
tional costs are introduced 

if cost investigation is 
required when the cost of 

error is unknown

Cost-sensitive SVM training [24]
Cost-sensitive NN with PSO [25]

SVM for adaptively asymmetric misclas-
sification of cost [26]

Ensemble-based method
SMOTE and feature selection ensemble 

[27] A group of methods based on the use 
of multiple classifiers that are trained 
directly on data and integration of the 
estimates for the purpose of develop-

ing a final classification solution

Multifaceted ap-
proaches

Complexity rises as the 
number of classifiers in-

creases. Diversity is hard to 
achieve

GA ensembles [28]
Ensembles for financial problems [29]

Boosting in SVM ensemble [30]
RUSBoost [31]

SMOTEBoost [32]
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Solution Essential description of a group of 
methods Advantage Disadvantage

Hybrid approach
FTM-SVM

More than one machine learning algo-
rithm is used in order to improve clas-
sification quality, often by combining 
them with other training algorithms 
for better results. Hybridization is 

used in order to simplify the sampling, 
selection of feature subset, optimiza-
tion of the cost matrix and fine-tuning 

of the classical training algorithms

Symbiosis training 
through combina-

tion with other 
training algorithms 
is gaining popular-
ity in class imbal-
ance classification

A thorough project evalua-
tion is required in order to 
take into account the dif-
ferences between the used 

methods

F measure-based training [33]
Linguistic fuzzy rule [34]

Fuzzy classifier electronic algorithm 
[35]

GA-based fuzzy rule extraction [36]
Neuro-fuzzy [37]

Neural network medical data [38]
SMOTE neural networks [39]

kNN classifier for medical data [40]
NN trained with BP and PSO for medi-

cal data [41]
Dependency tree kernels [42]

Using cost sensitivity in trees [43]
Undersampling and GA for SVM [44] 

Other methods

ADASYN [45, 46]

Once the sample is created, it adds 
random small values to the points. In 
other words, instead of a linear cor-
relation between the entire sample 

and the parent, they are a little more 
different

Adaptivity: the 
number of synthetic 

observations is 
based on the ratio 
of the majority to 
minority observa-
tions. ADASYN is 
focused on more 

complex data areas

The disadvantage of 
ADASYN is that it is easily 

affected by outliers

NearMiss [45, 47]

Random exclusion of majority class 
examples. When instances of two dif-
ferent classes are very close to each 
other, we remove the majority class 

instances in order to increase the 
space between the two classes. This 

helps the classification process

Can reduce sam-
ple overlapping 

between different 
classes

In case of undersampling, 
the number of insufficient 
samples cannot be con-
trolled, while the mass 

samples that can be exclud-
ed are limited. Best used 

as a data cleansing method 
in combination with other 

methods

Edited nearest neighbours [45, 48]

Majority class instances are excluded 
if more than a half of their K neigh-
bours do not belong to the majority 

class 

Reduces misclassi-
fication of majority 

class instances
Cannot control the quantity 

of undersampling

Tomek Links [3, 45, 49]
Majority class instances are excluded 
that are in immediate proximity to mi-

nority class instances

All items that are 
immediate neigh-

bours belong to the 
same class that can 
be better classified

Neighbourhood cleaning rule [45]

This strategy also aims to remove 
those examples that negatively affect 
the outcome of minority class classifi-
cation. For that purpose, all examples 
are classified according to the rule of 

the three nearest neighbours

Improves the ac-
curacy of minority 
class instance clas-

sification

May result in a sample size 
that would not be sufficient 

for training

Condensed nearest neighbour [45, 50]
The method allows finding differences 
between similar examples that belong 

to different classes

Finding differences 
between similar ex-
amples that belong 
to different classes
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algorithms and the RFE, Random Forest and Boruta methods 
of feature selection with preliminary class balancing by 
means of SMOTE and ADASYN random sampling. The 
paper shows an increase in classification accuracy up to 
98% (from 93%). However, study [2] dedicated to text 
classification shows that rather than trying to modify the 
distribution, it would be more efficient to work with decision 
threshold modification and the weights of errors of various 
kinds. Additionally, the author introduces a separation of 
unbalanced data into moderately unbalanced data (class ratio 
7 to 1) and strongly unbalanced data (class ratio 14 to 1). 
Paper [2] showed that handling class ratios using strongly 
unbalanced data in case of some models causes improved 
classification accuracy. While classifying user requests, 
[3] identified that using class-balancing methods may not 
only fail to provide any results, but also cause reduced 
classification accuracy. Contrary to [3], [4] demonstrated 
the efficiency of data sampling methods. 

The purpose of this paper is to practically demonstrate 
the effect of methods of handling class instances on the 
classification accuracy of hazardous events affecting RPSF. 

2.1. Overview of the methods 
of handling class imbalance

One of the primary methods of handling class imbalance 
is SMOTE, whose algorithm was developed in early 2002 
[5]. Currently, there are a number of modifications of this 
method. It also inspired the development of other algorithms 
of handling unbalanced data. SMOTE is at the top of the 
group of data sampling methods, i.e., those that involve 
increasing the number of minority class instances. Its basic 
principle is shown in Fig. 4.

Synthetic instances are generated in the “function space” 
rather than the “data space”. Minority class samples are re-
plenished by introducing synthetic examples along segments 
of the line that connect any/all of the nearest neighbours of 
the minority class k [5]. SMOTE is an oversampling method. 

Another way of handling unbalanced data is to reduce 
the number of the majority class instances (undersampling 
or reindexing).

Combinations of various sampling strategies constitute 
hybrid methods that involve sequential application of over-
sampling and undersampling algorithms. A visualization of the 
processes and results of the above strategies is shown in Fig. 5.

[6] made an overview of the methods of handling class 
imbalance. Table 2 shows information on them along with 
the currently-employed methods.

Based on the advantages and disadvantages of the meth-
ods examined in Table 2, as well as the experience of the 
researchers studying data sampling techniques [51, 52, 53, 
54], NearMiss [47, 55] was chosen as the primary method 
of improving the classification of unbalanced data. The 
purpose of NearMiss is to balance the distribution of obser-
vations across minority and majority classes by estimating 
the distance between instances from different classes. The 
NearMiss implementation of the imblearn Python library 
(includes a set of tools for unbalanced datasets in machine 
learning) involves three strategies of class instance selection:

Strategy 1 (version = 1). Selection of observations out 
of the majority class, for which the average distance to k 
nearest observations out of the minority class is the smallest 
(by default k = 3, training variable). Only those observations 
without hazardous events will be retained that are the nearest 
to those with hazardous events;

Strategy 2 (version = 2). Selection of observations from 
the majority class, for which the average distance to k fur-
thest observations of the minority class is the smallest (by 
default, k = 3, training variable). Only those observations 
without hazardous events will be retained that are at the 
centre of the mass of the intersection of sets of majority 
and minority classes;

Strategy 3 (version = 3). First, for each observation out 
of the majority class, M nearest neighbours will be retained 
(by default, M = 3, training variable). Then, observations 
out of the minority class are selected, for which the average 

Fig. 5. Data sampling strategies
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distance to N nearest neighbours is the longest (by default, 
N = 3, training variable). 

Unlike in [1-4, 52, 53], the focus of our attention is not 
the accuracy or classification error indicator, but rather the 
detail of the hazardous event prediction accuracy and the 
incident prediction accuracy. Additionally, due to the fact 
that 98% of observations are in the majority class, it should 
be expected that the accuracy of most trained classifiers 
will be 98%. In this context, it is easy to conclude that class 
balancing is inefficient, as some researchers do.

In the course of the study, a combination of several 
methods of improving the quality of unbalanced data clas-
sification was used, namely GridSearchCV and NearMiss, 
as well as various quality functions.

The parameters that vary in the course of the experiment:
1) within the GridSearchCV function:

(1) GBS: random_state, tol, max_depth;
(2) Logi: tol, class_weight, max_iter, solver, ran-
dom_state, C;
(3) KNN: n_neighbors, weights, metric;
(4) DTC: criterion, max_depth, min_samples_split, 
max_features;

2)  qual i ty  funct ions:  max_error,  balanced_
accuracy,accuracy, neg_log_loss, explained_variance, 
neg_mean_squared_error, neg_mean_squared_log_error, 
neg_median_absolute_error, r2;

3) NearMiss parameters: instance selection strategies, 
number of minority class instances, number of majority 
class instances.

Diagram of the experiment:
1) division of the sample into the master and the valida-

tion. The master sample includes observations collected 
before 2019, while the validation includes those collected 
after 2019;

2) division of the master sample into the training and test. 
The method is train_test_split, the test sample size is 20%.

The experiments have established that the best accuracy 
is achieved under the neg_log_loss quality function. Due 
to the extremely small number of minority class instances 
(less than 2%) the quality of this indicator’s variation has 
no impact on the classification quality. In the course of most 
experiments the number of minority class instances was fixed 
and equalled the maximum possible.

Let us examine the experimental results. Fig. 6 shows the 
graph of accuracy of a GBC event prediction depending on 
the number of majority class instances on the NearMiss 2 
master sample. 

The initial accuracy characteristics (without NearMiss) 
are: accuracy on the test part of the training sample: 0.983; 
accuracy of hazardous event prediction: 0.416; accuracy 
of non-hazardous incident prediction: 1. As can be seen in 
Fig. 6, there is a point where the accuracy graphs of hazard-

Fig. 6. Classification accuracy on main sample, GBC, NearMiss 2

Fig. 7. Accuracy on validation sample, GBC, NearMiss 1
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ous events and incidents classification intersect. Essentially, 
the higher this point is, the more accurate the final model 
will be. Similar graphs were obtained for the NearMiss 1 
sampling strategy. An accuracy of 70% appears to be a good 
result in case of the starting accuracy of hazardous event 
classification of 41.6%. The following experiment was 
conducted under selection strategy no. 2. For clarity, Fig. 7 
only shows the intersection of the graphs that characterize 
the validation sample. 

The accuracy of the classifier on the validation sample 
(v-sample) proved to be significantly higher than that on the 
master sample. According to the analysis, that was due to the 
size of the v-sample (the classifier “did have enough time” 
to make many mistakes), as well as the months covered by 
the prediction. The accuracy over periods similar to those 
of the v-sample in the master sample proved to be higher 
than average.

Before proceeding to the analysis of other data, let us 
revisit the topic of using the classifier’s accuracy indicator 
as an efficiency characteristic. The GBC classifier accuracy 
on unbalanced data was 0.983. The accuracy of hazardous 
event prediction on the v-sample is 0. On balanced data the 
accuracy was 0.9811 (lower than on the original sample 
size), while the hazardous event prediction accuracy on the 
v-sample was 1.0, the accuracy of incident prediction was 

0.934. Similar figures were obtained for other classifiers. 
Thus, when studying the classification accuracy of unbal-
anced data, one cannot rely on one “convoluted” quality 
indicator.

Fig. 8 and 9 show the accuracy graphs of the Logi model 
for the master sample and the NearMiss 1 v-sample.

The graphs in Fig. 8 and 9 show that the best accuracy 
indicators for the master and v-sample are achieved under 

Fig. 8. Accuracy on main sample, Logi, NearMiss 1

Fig. 9. Accuracy on validation sample, Logi, NearMiss 1.

Fig. 10. General algorithm of ensemble methods
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different class balances. That suggests that the models re-
jected on the basis of the master sample data may produce 
better results on new data. One of the ways of solution 
that problem is to use ensemble methods [56]. The key 
idea of studying ensembles of classifiers is to build several 
classifiers from the original data and then to aggregate the 
predictions when classifying unknown samples (Fig. 10). 
The application of such methods may be the subject matter 
of further research.

Analysis and conclusions
1. As safety systems evolve, the number of hazardous 

events decreases, yet the cost of potential consequences 
grows. Out of RPSF incidents, the proportion of hazardous 
events does not exceed 2% per year. For the purpose of 
improving the accuracy of classification and prediction of 
event types in case of class imbalance, sample balancing 
methods are to be used.

2.  More than 50 methods are currently in active use that 
allow handling unbalanced samples. However, the publi-
cations known to the authors do not address the matter of 
analysing simultaneous changes in the prediction accuracy 
of minority and majority class instances. The paper presents 
graphs of classification accuracy of RPSF incidents on the 
training and validation sample. 

3. A method of handling unbalanced data is proposed 
that includes a combination of several ways of improv-
ing the quality of unbalanced data classification: model 
parameter setting, selection of the indicator of quality and 
ratio of the minority to the majority class instance number 
using NearMiss.

4. The methods of dealing with class imbalance allows 
significantly increasing the accuracy of predicting minor-
ity class instances (hazardous events) from 0 to 70-90%. 
However, as the accuracy of prediction of rare events 
increases, the accuracy of prediction of minority class in-
stances decreases.

5. The study may pave the way for the application of 
hybrid methods of classifying and predicting events, as well 
as for the development of a metric of training quality based 
on the characteristic of the intersection point of classifica-
tion accuracy graphs of the instances of different classes.
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