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Abstract. Aim. To harmonize the definitions of errors, faults, failures in the Russian and Eng-
lish languages. The Object of the paper is one of the most important subject matters of the 
dependability theory and functional safety. The Subject of the paper is the concepts and defi-
nitions of failures, errors, faults. Results of the research: analysis of the definitions of the 
concepts describing the dependability and functional safety of items in the Russian and inter-
national standards, such as GOST 27.002-2015, GOST R/IEC 61508-2012, IEC 60050, DIN 
40041, as well as in publications by a number of authors. The analysis shows that failure is 
always associated with the loss of function, i.e., the ability to perform as required by all stand-
ards. It should be noted that wrong user expectation does qualify as failure. A failure should be 
distinguished from unintended functions. A fault is defined as a system’s inability to perform the 
required operation to the full extent that, under certain conditions, may escalate into a failure. 
An error as a discrepancy between a calculated, observed or measured value or condition and 
a true, specified or theoretically correct value or condition is a deviation that is present and, 
under certain conditions, would probably turn into a failure. A typical example is non-critical 
software errors. The so-called systematic failures are actually errors that can turn into critical 
errors (failures). Let us note that the definitions in the IEC 60050 international electrotechni-
cal vocabulary can be used, as they show general agreement, which is not surprising for an 
international standard.
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Errors, faults and failures

1. Introduction 

The development of dependability and safety-related 
terminology is at the focus of attention of many researchers 
(e.g., see works by Netes, Pokhabov, Plotnikov, Mikhailov 
[1-5]). Such terms are not always represented equally well 
in different languages. In this paper, we will attempt to ex-
amine possible definitions of the terms error, fault, failure. 
We will try to do that simultaneously in the English and 
Russian languages. That is not an easy task, since there are 
not so many well-translated papers or books. In any case, in 
this article the authors will attempt to describe their view of 
the terminology. Section 2 overviews a number of existing 
definitions and concepts. Section 3 provides a brief analysis 
of key terms and proposes definitions devised by the authors. 
Section 4 draws the conclusion. 

2. Review of the existing concepts

Definitions of the terms fault, failure and error can pri-
marily be found in the standards dealing with terminology 
and definitions. In IEC 60050 [7], the following definitions 
are recommended:

failure, loss of ability to perform as required,
fault, inability to perform the required function due to 

the internal state,
error, a discrepancy between the calculated, observed 

or measured value or condition and the true, specified or 
theoretically correct value or condition.

The GOST 27.002 interstate standard [8] sets forth the 
following definition:

failure, an event consisting in the disruption of an item’s 
up state.

This interpretation is based on a monograph, the fun-
damental book on dependability written in 1965 by B.V. 
Gnedenko, Yu.K. Beliaev, Yu.D. Soloviev [9]. 

Failure is a partial or total loss or alteration of such prop-
erties of an item that significantly reduce the performance 
or cause the loss of operability. 

It can be noted that this definition set forth in [9] may also 
define a fault. However, we must admit that over the past 
55 years the terminology has somewhat evolved in a way 
the authors could not have anticipated. That is particularly 
the case with the definition of error. 

The GOST 27.002 interstate standard [7] lacks the defi-
nition of error, but fault and defect are defined as follows: 

fault is a state of an entity, in which it does not comply 
with at least one of the requirements specified in the respec-
tive documentation,

defect is each individual deviation of an entity from the 
requirements defined in the documentation. 

The differences between the definitions are minor. 
Whereas a fault is any inconsistency with the require-
ments, a defect is each particular inconsistency. GOST 
27.002 defines damage as an event consisting in the 
disruption of an entity’s good state under condition of 
retained up state. 

This definition of damage is very similar to that of fault 
according to the IEC 60050 dictionary [7]. 

As a third source, let us use the article by Gayen and 
Schäbe [10, 11] that was published in two languages, thus 
the terminology is coordinated. The authors partially bor-
rowed the terminology from DIN 40041 [12] that, although 
still valid, is outdated and no longer supported. That explains 
some of the drawbacks. 

Failure: a specific physical functional module stops 
performing a function within the specified load and envi-
ronmental conditions.

This definition is associated with the loss of the expected 
function and corresponds to the above definitions. However, 
the application of the term does not go beyond the element. 
Such application of this concept at the system level can 
lead to confusion, as it does not necessarily characterize 
system failure. At the system level, it can be associated with 
a fault. However, the definition of fault in the same article 
explains that. 

Fault is a lost or erroneous function or incomplete deliv-
ery of the desired function by module. 

An important aspect of the discussion is the distinction 
between faults and failures. On the one hand, a fault is a 
partial loss of functional capacity or a complete loss of 
functional capacity associated with a module or subsystem 
not necessarily resulting in a system failure. On the other 
hand, a fault can also occur at the system level and reduce 
system performance. Therefore, it is important to distinguish 
between a system and a subsystem/unit. We must note that 
an event that may consist in a subsystem failure may be just 
a fault at the system level, as other subsystems can – at least 
partially – compensate for such subsystem failure to make 
it just a system-level fault. 

Chillarege [13] considers a software failure/fault to 
be an event where the customer’s expectations have not 
been met. In fact, that follows from the interpretation of 
failure as a complete or partial loss of system function, 
in this particular case caused by the software. Shubinsky 
[14] notes that in this case the software itself did not fail; 
the failure occurs at the system level. Only those parts of 
the software that are faulty are activated, or the part of the 
software unable to respond correctly to the system com-
mand is activated.

Randall [15] suggests a whole sequence as follows: 
Failure → Fault → Error → Failure, etc.
Here, terms that repeat are associated with higher system 

levels. Randall uses the following definitions: 
A system failure occurs when the delivered service devi-

ates from the system’s function, the latter being what the 
system is intended for. 

This corresponds to the definition of failure given by 
other authors. 

Error is the part of the system state that can cause a sub-
sequent failure. An error affecting the service is an indication 
that the failure has already occurred. The known or assumed 
cause is an error.
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So, for Randall, an error is a deviation as a component 
of a system’s state. Additionally, he interprets it as a fault 
symptom and defines a fault as the cause of an error. This 
approach appears to be ambiguous. The author’s understand-
ing is that Randall rather describes a fault when he explains 
what an error is. Rees [16] also maintains that 

failure is a loss of function, i.e., an element does not work 
if it has not done what we want and is in a good state if it 
has done what we wanted. More precisely, it is the function 
that fails.

Note that it is not a matter of whether a system is physi-
cally intact or otherwise. A failed system may be physically 
intact. A physically intact system may also fail due to hidden 
(unwanted or poorly designed functions, see, e.g., Deckers 
and Schäbe [17]) or undocumented functions that were 
integrated in the system unintentionally or intentionally.

Parhami [18] introduces a list of 7 states: ideal, defec‑
tive, faulty, error, poorly functioning, degraded, failure. A 
system passes from state to state, from ideal to failure. In the 
authors’ opinion, the designations of some of the states are 
ambiguous. A defect can also mean a fault, degradation or 
failure. Additionally, the question is how to interpret an error 
state. Is this term supposed to be used only to characterise 
a system affected by an error, where the error describes a 
deviation from the specifications, that was built into the 
system at the very beginning, i.e., a deviation? The authors 
believe that the number of states is to be reduced. While on 
the subject of failures, we should also mention the distinction 
made in IEC 61508 [6] and other functional safety standards 
between the concepts of “Accidental hardware failures” and 
“Systematic failures”. First of all, let us define failure, fault 
and error according to IEC 61508 [6] part 4: 

3.6.4: “a failure is the termination of a functional unit’s 
ability to ensure the required function or the operation of 
such functional unit in any other way than the required one.

3.6.1: “a fault is an abnormal state that may cause a 
functional unit to completely or partially lose be ability to 
perform the required function”.

3.6.11: “an error is a discrepancy between the calculated, 
observed or measured value or condition and the true, speci-
fied or theoretically correct value or condition”. 

By comparing these definitions with the definitions from 
other sources, it can be seen that failures are also regarded 
as events in which a system or its component unit does not 
ensure the performance of the desired function. Additionally, 
a fault is defined as a precursor of failure, i.e., an abnormal 
state, or a deviation, in this case. Nevertheless, the conse-
quences will differ at the system level. That may include 
a partial loss of ability. Since the term “may” is used, it is 
also possible that, at the system level, there are no conse-
quences, while there is only the requirement to repair the 
redundant unit.

3.6.5: “a random hardware failure is a failure that occurs 
at a random point in time that is the result of one or more 
possible hardware degradation mechanisms”;

3.6.6: “a systematic failure is a failure deterministically 
associated with a certain cause that can only be eliminated 

by modifying the design or the process, operations, docu-
mentation, or other factors”.

In these above two definitions, failures are distinguished 
depending on the mechanism that caused them. Accidental 
hardware failures are associated with the processes of age-
ing and degradation. Systematic failures are associated with 
design errors, etc. However, these failures also manifest 
themselves stochastically [19] when the failure mechanism 
is triggered, therefore they are deterministic only in the sense 
that one cause can be clearly defined. The time of occurrence 
is in many cases random. This randomness is caused by the 
environment that produces random external effects. To be 
precise, two sub-types should be distinguished: 

a) the system contains an error, e.g., a software error. An-
other example could be a system that is unable to withstand 
certain high or low temperatures, although that is required. 
There is no ageing. Once an effect triggers such error, the 
system fails at a random time. The randomness is caused 
by the randomness of the external effect.

Due to erroneous processes, the system has a weakness. 
This weakness, for instance, consists in reduced resistance 
to loads, environmental effects, etc. An example is degraded 
mechanical parts that fail due to fatigue. Here, we can 
observe the triggering of the accidental failure mechanism 
caused by a design error that would otherwise have been 
eliminated through design solutions if the component was 
strong enough.

3. Analysis and conclusions 
The analysis clearly shows how fault, failure and error 

should be interpreted.
Failure is always associated with a loss of function, i.e., a 

function as the ability to perform as required by all standards. 
It should be noted that this requirement may also be implicit, 
i.e., the system does not operate as expected. It should be 
noted that wrong user expectation does qualify as failure. 
Failures should be distinguished from sneaks (see, e.g., [17]). 

Fault is defined as a system’s inability to perform the 
required operation to the full extent that, under certain con-
ditions, may escalate into a failure. The term “fault” may 
be translated into Russian in two different ways (failure, 
malfunction) that are used in parallel to each other depend-
ing on the document.

Error as a discrepancy between a calculated, observed 
or measured value or condition and a true, specified or 
theoretically correct value or condition, a deviation that 
is present and, under certain conditions, could turn into a 
failure. A typical example is non-critical software errors. The 
so-called systematic failures are actually errors that can turn 
into critical errors (failures). Let us note that the definitions 
in [6] can be used, as they show general agreement, which 
is not surprising for an international standard.
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