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Abstract. The Aim of the paper is to demonstrate the advantages of taking into consideration 
real correlations by means of their symmetrization, which is significantly better than completely 
ignoring real correlations in cases of statistical estimation using small samples. Methods. In-
stead of real correlation numbers different in sign and modulo, identical values of correlation 
numbers moduli are used. It is shown that the equivalence of transformation to symmetriza-
tion is subject to the condition of identical probabilities of errors of the first and second kind 
for asymmetrical and equivalent symmetrical correlation matrices. The authors examine the 
procedure of accurate calculation of equal data correlation coefficients by trial and error and 
procedure of approximate calculation of symmetrical coefficients by averaging the moduli of 
real correlation numbers of an asymmetrical matrix. Results. The paper notes a practically 
linear dependence of equal probabilities of errors of the first and second kind from the dimen-
sion of the symmetrized problem being solved under logarithmic scale of the variables taken 
into consideration. That ultimately allows performing the examined calculations in table form 
using low-bit, low-power, inexpensive microcontrollers. The examined transformations have 
a quadratic computational complexity and come down to using pre-constructed 8-bit binary 
tables that associate the expected probability of errors of the first and second kind with the 
parameter of equal correlation of data. All the table calculations are correct and do not accu-
mulate input data round-off errors. Conclusions. The now widely practiced complete disregard 
of the correlations when performing statistical analysis is very detrimental. It would be more 
correct to replace the matrices of real correlation numbers with symmetrical equivalents. The 
approximation error caused by simple averaging of the moduli of coefficient of asymmetrical 
matrices decreases as the square of their dimension or the square of the number of neurons 
that generalize classical statistical tests. When 16 and more neurons are used, the approxima-
tion error becomes negligible and can be disregarded. 

Keywords: replacement of statistical test with equivalent neurons; multicriteria statistical anal-
ysis of small samples; accounting for the effect of correlations; symmetrization of correlation 
matrices.

For citation: Ivanov A.I., Bannykh A.G., Serikova Yu.I. Accounting for the effect of correlations 
by modulo averaging as part of neural network integration of statistical tests for small samples. 
Dependability. 2020;2: 28-34. https://doi.org/10.21683/1729-2646-2020-20-2-28-34

Received on: 14.06.2019 / Revised on: 07.05.2020 / For printing: 17.06.2020.

Dependability, vol. 20 no. 2, 2020
Original article
https://doi.org/10.21683/1729-2646-2020-20-2-28-34

Alexander I. Ivanov

Andrey G. Bannykh

Yulia I. Serikova



29

Accounting for the effect of correlations by modulo averaging as part of neural network integration 
of statistical tests for small samples

The problem of application of classical 
statistical tests with small samples

Pearson’s statistical hypothesis test was created in 1900 
and proved to be very effective. Naturally, in 1900 computer 
technology did not exist, so only relatively computationally 
simple tests could be created, studied and used. Person’s test 
set the trend in statistical study for decades. As the result, 
hundreds of mathematicians in the XX century created 
about 200 statistical tests applicable under various limiting 
conditions.

Unfortunately, all known statistical tests provide poor 
results with small samples. In such areas as biometrics, 
medicine, biology, economy, the samples of actual data are 
small. This circumstance impedes reliable statistical estima-
tion. Thus, Pearson’s chi square test over a 21-experiment 
sample yields poorly shared states for normal data and 
uniformly distributed data (Fig. 1).

Fig. 1. The threshold of the chi square neuron k = 7.5 was de-
fined based on the matching values of the probabilities of errors 

of the first and second kind P1 = P2 = PEE = 0.292

The confidence probability of detection of normal 
data under the adopted conditions is not high: 0.708 
(1 – 0.292 = 0.708), which makes practical application 
impossible. Practically acceptable confidence probabilities 
can be obtained only with large samples [1] of 200 and 
more examples.

Unlike in 1900, we possess the capability to multiply the 
complexity of calculations as part of statistical analysis. For 
instance, we can use several different statistical tests. We 
can associate artificial neurons with each statistical test [2, 3] 
and use them simultaneously. Fig. 1 shows one of the chi 
square neuron settings with 5 inputs. Each of such inputs 
of the neuron analyzes one of the bins of the histogram of 
the tested sample.

The output comparator of the artificial neuron is set in 
such a way as to allow the probability P1 of errors of the 
first kind to be close to the probability P2 of errors of the 
second kind. This technique allows reducing the dimension 
of the problem at hand by replacing two variables with one 
P1 = P2 = PEE. Formally, the variables P1 and P2 may dif-

fer from each other, however if they are artificially made 
identical (symmetrical), we will be able – by means of 
symmetrization – simplify the calculations.

Table 1 shows the values of matching probabilities of 
errors of the first and second kind for 8 different statistical 
tests (neurons), where:

c2 is the chi square test [2, 3, 4, 5];
ad2 is the Anderson-Darling test [4, 5]; 
adL is the logarithmical form of the Anderson-Darling 

test [4, 5];
sg is the geometric mean test [6, 7, 8];
sgd is the differential-integral variant of the geometric 

mean test [5, 7];
w2 is the Cramér-von Mises test [5, 7];
w2

c is the Smirnov-Cramér-von Mises test [4, 5];
su2 is the Shapiro-Wilk test [5, 9].
It is obvious that, using eight statistical tests instead of one 

is made easily possible through modern computer technol-
ogy with low-bit microcontrollers (4-bit processors of RFID 
identification cards, 8-bit processors of modern controllers, 
low-power processors of SIM cards and microSD cards). 
The neural network implementation of such engineering 
solution will result in code condition 00000000, when all 
tests (all neurons) make a decision in favour of the normal 
distribution law of small sample values. If all neurons make 
a decision in favour of even distribution of values, the output 
code will be 11111111. 

In practice, the bits of a neural network’s output code do 
not always have identical states. In such cases the decision 
is made based on the majority of observed states. In other 
words, all codes with a majority of states 0 are taken as 
the decision of detection of normal value distribution in a 
21-experiment input sample.

All transformations that can be performed using low-bit 
microcontrollers can also be performed on personal comput-
ers using appropriate software. Such approach is acceptable 
as part of scientific research; however, it cannot be used in 
large-scale biometrical calculations. In order to ensure com-
pliance with cyber security requirements, biometric neural 
network calculations and cryptographic transformations 
must be performed only in a trusted computational envi-
ronment, normally implemented on a low-bit, low-energy, 
low-cost microcontroller. 

Rough statistical estimation under 
the hypothesis of complete absence 
of correlations between the responses 
of generalized statistical tests

Table 1 shows data of only 8 statistical tests (statisti-
cal neurons). For that reason, we can conduct a numerical 
experiment and identify the probabilities of each of the 

Table 1. Values of error probability for criteria of statistical hypothesis testing for 21-test samples

No., i 1 2 3 4 5 6 7 8
Test c ad2 adL sg sgd w w su2

PEEi 0.292 0.349 0.320 0.320 0.278 0.351 0.311 0.322
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256 code conditions. If we increase the number of neurons 
from 8 to 256, calculating the probabilities of all code condi-
tions will be technically very complicated. As the number 
of simultaneously working neurons grows, the complexity 
of such computational task increases exponentially.

As we do not know how to precisely take into considera-
tion the effect of correlations between the bits of the output 
code, we will opt for a simplification and accept the hypoth-
esis of independence of the analyzed data. In this case the 
mutual reinforcement of the eight tests may be estimated as 
the product of equally possible errors from Table 1:

 
. (1)

The geometric mean of the probabilities PEE of eight tests 
is 0.316. Assuming that 256 simultaneously used statistical 
tests are independent, and their harmonic mean is 0.316, we 
obtain a very optimistic estimate of the probability of errors: 

. (2)

The data of the actual numerical experiment for 8 statis-
tical neurons from Table 1 are about 80 times worse than 
the optimistic estimate (1). That means that the hypothesis 
of independence of the conditions of statistical neurons is 
not applicable to our case. We cannot neglect the existing 
correlations while performing neural network integration of 
the many classical statistical tests.

Accounting for correlations through 
their symmetrization: estimation of the 
correctness of the hypothesis of equal 
correlation of the responses of the 
generalized statistical test

As the real correlations cannot be disregarded, since about 
1999, neural network biometrics [10, 11, 12, 13] have been 
using the practical technique of symmetrization of correla-
tions. The essence of the technique consists in the fact that 
the actual correlation number matrix is replaced with some 
equivalent with identical elements out of range:

. (3)

The condition of correct symmetrization (3) comes down 
to matching probabilities of errors of the first and second 
kind for the initial asymmetrical model and the final sym-
metrical model:

 . (4)

For any actual correlation matrix, a symmetrical equiva-
lent correlation matrix can be chosen that would have identi-
cal values data correlation coefficient. In order perform an 
accurate symmetrization, an iterative fitting of parameter  
is required. Such approach to the solution of the problem 
is similar to training artificial neurons through an iterative 
algorithm by criterion of systems movement towards the 
fulfillment of condition (4). The computational complexity 
of such iterative processes strongly depends on the dimen-
sion of the problems at hand. It is generally believed that 
iterative fitting as part of neural network has a polynomial 
computational complexity (for our case, the polynomial 
order is always lower than the dimension of the symmetrized 
matrix).

It is interesting to note that the first approximation of the 
equal correlation coefficients can be obtained through a sim-
ple averaging of the correlation coefficient modules of the 
initial asymmetrical matrix (this procedure has a quadratic 
computational complexity): 

 , (5)

where i is the numbers of the correlation coefficients 
outside the diagonal of the initial asymmetrical correla-
tion matrix.

Table 2. Correlation numbers between pairs of examined statistical tests

c ad2 adL sg sgd w w su2

c 1 0.423 0.672 0.037 -0.042 0.559 0.401 -0.726
ad2 0.423 1 0.644 0.018 -0.145 0.226 0.393 -0.113
adL 0.672 0.644 1 0.056 0.209 0.827 0.832 -0.917
sg 0.037 0.018 0.056 1 0.132 0.414 0.402 -0.212
sgd -0.042 -0.145 0.209 0.132 1 -0.242 -0.142 -0.041
w 0.559 0.226 0.827 0.414 -0.242 1 0.885 -0.667
w 0.401 0.393 0.832 0.402 -0.142 0.885 1 -0.764
su2 -0.726 -0.113 -0.917 -0.212 -0.041 -0.667 -0.764 1
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It is obvious that formula (5) is an approximation, there-
fore it is required to evaluate the approximation error  as 
the dimension function n of the matrix. In order to evaluate 
the rate of error reduction, let us use the correlations of the 
8 neural network implementations of statistical tests, whose 
data is given in Table 2.

The correlation data from Table 2 can be used in 
estimating the degree of convergence of the examined 
computational operation. For that purpose, it will suffice 
to randomly select sets of three out of the eight statistical 
tests and apply approximate relationship (5) to their data. 
The histogram of the results of such calculations is shown 
in Fig. 2 (red line).

This procedure must also be done with sets of five 
randomly selected from the data of Table 2. As the re-
sult, we obtain a histogram of data also shown in Fig. 2 
(blue line).

Fig. 2. Histogram of the value distribution of effective moduli 
of correlation numbers of non-repeating sets of three and five 

statistical tests from Table 2 

Fig. 2 shows that as matrix dimension grows, the stand-
ard deviate of data decreases from value σ3=0,161 to value 
σ5=0,115. As the matrix dimension further grows, the dis-
tributions of possible values of effective moduli contract. 

Additionally, normalization of the distributions of possible 
values of calculation errors  of symmetrization can be 
observed.

Numerical estimation of convergence 
of the symmetrization procedure 
of correlations of actual biometric 
data

It should be noted that activities aimed at neural network 
integration of several statistical tests started only recently 
[2, 4, 5] and, as consequence, actual statistical data is not 
yet sufficient. In neural network biometrics the situation is 
completely different [10, 11, 12, 13]. The biometric neural 
network authentication technology has been in active devel-
opment in Russia and other countries since the beginning 
of the XXI century. As consequence, large anonymized 
biometric databases have been created using various tech-
nical methods, however, they cannot be used due to ethical 
limitations. Access to such reliable information if restricted 
both in Russia and abroad. 

Ethical restrictions are removed if the problem of 
access to large volumes of reliable biometric informa-
tion is solved using the BioNeiroAvtograf simulation 
environment [14, 15]. That is a free software product 
that is designed in such a way as to allow Russian-
speaking universities to organize their educational 
process. The product analyzes the dynamics of handwrit-
ten reproduction of letters and/or words using a mouse 
or any graphic tablet. Using two-dimensional Fourier 
transform, BioNeiroAvtograf extracts 416 biometric 
parameters from handwriting dynamics and based on 
the GOST R 52633.5-2011 standard trains a single-layer 
256-neuron network.

All data on the biometric parameters, weighting param-
eters and neuron connections are observable [15] (stored 
in viewable *.txt files). Using that data, let us generate a 
training database out of 30 examples of the handwritten 

Fig. 3. Examples of distribution of symmetrization parameter values  without smoothing (left part of the figure) and after smoothing 
(right part of the figure) for matrix dimensions from 3 to 16
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word “Penza” in one person’s handwriting. Loading data 
on 30 examples of 416 biometric parameters in MathCAD 
enables us building a 416 × 416 matrix of correlation num-
bers. Ultimately, we obtain an amount of data that is much 
larger than in an 8 × 8 matrix of Table 2.

That allows randomly generating 1024 samples of 3 
biometric parameters each and modulo-averaging their coef-
ficient correlation numbers. The resulting distribution of the 
values of symmetrization results is given in Fig. 3. Similar 
distributions are shown in the figure for random samples of 
8 and 16 biometric parameters.

Fig. 3 shows that the constructed distributions normalize 
sufficiently quickly. In case of symmetrization of correlation 
coefficients of a 16 × 16 or larger matrix, the distribution 
can be considered to be normal. In other words, the distri-
butions are normalized sooner than for the chi square test. 
It is allowable to replace asymmetrical chi square distribu-
tions with normal ones only when 32 and more parameters 
are taken into consideration. The matters of approximation 
of chi square distributions by other laws are examined in 
more detail in [16]. The effect of data normalization for the 
considered symmetrization procedures ensues sooner as 
compared with normalization of data of a well-researched 
chi-square test. 

Another important feature of symmetrization is that the 
uncertainty introduced by this simplification monotonously 
declines σ3 > σ4 >...> σ256. For that exact reason, accounting 
for mutual correlations for vectors of the length of 256 bi-
nary states of a long password or cryptographic key enables 
sufficiently accurate predictions if a simple symmetrization 
procedure is used [12, 13]. In the first approximation it can 
be considered that the uncertainty decreases proportionally 
to . That means that the standard deviation 
σ3=0,161 (see Fig. 2) in case of neural network integration 
of 100 statistical tests must decrease about 50 times to 
σ100 ≈ 0,0032.

Simple nomogram for predicting the 
operational quality of neural network 
integrations of statistical tests 
of various dimension

A sufficiently accurate prediction of the attainable 
probabilities of error under various conditions is possible 
if simulation tools are used to reproduce the operation of 
1, 2, …, 8 neurons under various values of equal correlation 
coefficients . The results of simulation 
are well described with a linear approximation in logarithmi-
cal coordinates [17] as shown in Fig. 4.

The nomogram in Fig. 4 calculated for the probabilities of 
error in each of the neuron shows the geometric mean value 
of the geometrical probabilities of errors in each neuron 
0.316. This nomogram easily transforms for other geomet-
ric mean values of the probabilities of errors in each of the 
neurons. For that purpose, it suffices to offset data upwards, 
if the probability of errors increases and downwards if the 
probability of errors decreases.

Fig. 3 shows that driving the strength of statistical tests 
up is less profitable than driving their correlation down. 
Thus, under correlation value  = 0,4, in a group of 8 
examined tests, the probability of errors of 0.001 would 
require 70 neurons (70 statistical tests). If the level of 
mutual correlation is reduced to  = 0,3, the same level 
of probability of failures would require only 17 neurons 
(17 statistical tests). 

Conclusion

In this paper we attempted to show that methods of sym-
metrization of multidimensional problems are sufficiently 
simple and efficient. Upon the symmetrization of the error 
probability estimation of several neurons accounting for 
their mutual correlations, a simple nomogram is constructed 

Fig. 4. Nomogram of association of identical probabilities PEE of errors of the first and second kind of neural network integration for av-
eraged values of correlation numbers 0.3, 0.4, 0.5, 0.6, 0.7
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that predicts how many neurons will be required in order 
to achieve a certain probability of errors of the first and 
second kind.

Currently, the available computing facilities do not im-
pose any restrictions on the number of statistical tests gener-
alized by a neural network. It is only a matter of the degree 
of mutual correlation of hundreds of classical statistical 
tests. Unfortunately, most classical statistical tests provide 
strongly correlated results. The high level of their correlation 
is the next technical limitation. That indicates the growing 
relevance of the problem associated with the synthesis of 
new statistical tests, of which the data is weakly correlated 
in relation to the majority of known statistical tests.

Nevertheless, it is safe to say that in the years to come 
the confidence probability of statistical estimations based on 
small samples should significantly increase. Neural network 
integration of hundreds of already known statistical tests is 
not a complex scientific problem, but rather a sufficiently 
simple engineering task. Additionally, the approximations 
set forth in this paper allow taking into consideration the 
effect of correlations on the implementation of computa-
tions using low-bit, low-power microcontrollers of RFID 
cards, SIM cards and microSD cards, which should facilitate 
widespread application of the examined transformations as 
part of the solution of problems associated with biometric 
cryptographic authentication of persons.
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