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Abstract.Today’s digital nanotechnology-based information management systems are espe-
cially sensitive to highly-energized particles during operation in irradiated areas. This sensitivity 
is most often manifested in the form of intermittent soft errors, i.e. distortion of information 
bits in the system’s memory elements with no hardware failure. The cause is in the afterpulses 
at the output of the logical elements that occur as the result of ionization of the gate area of 
the transistor’s semiconductor after it is exposed to a highly-energized particle. In order to 
counter soft errors the system is equipped with self-repair mechanisms that ensure regular 
replacement of distorted data with correct data. If this approach to design is employed, the 
significance of dependability analysis of the system under development increases significantly. 
Since regular occurrence of soft errors is essentially normal operating mode of a system in 
conditions of increased radiation, dependability analysis must be repeatedly conducted at the 
design stage, as that is the only way to duly evaluate the quality of the taken design decisions. 
The distinctive feature of fault-tolerant hardware and software systems that consists in the 
presence of nonprobabilistic recovery process limits the applicability of the known methods 
of dependability analysis. It is difficult to formalize the behaviour of such systems in the form 
of a dependability model in the context of the classic dependability theory that is geared 
towards the evaluation of hardware structure. As it has been found out, the application of 
conventional methods of dependability analysis (such as the Markovian model or probabi-
listic logic) requires making a number of assumptions that result in unacceptable errors in 
the evaluation results or its inapplicability. Aim. Development of the model and methods of 
dependability analysis that would allow evaluating the dependability of hardware and software 
systems with periodic recovery. Results. A simulation model was developed that is intended 
for dependability evaluation of complex recoverable information management systems. The 
model is a network of oriented state graphs that allows describing the behaviour of a recover-
able system subject to the presence of computation processes and recovery processes that 
operate according to non-stochastic algorithms. Based on the simulation model, a software 
tool for dependability analysis was developed that enables probabilistic estimation of depend-
ability characteristics of individual system units and its overall structure by means of computer 
simulation of failures and recoveries. This tool can be used for comprehensive dependability 
evaluation of hardware and software systems that involves the analysis of recoverable units 
with complex behaviour using the developed simulation model, and their operation along with 
simple hardware components, such as power supplies and fuses, using conventional analytical 
methods of dependability analysis. Such approach to dependability evaluation is implemented 
in the Digitek Reliability Analyzer dependability analysis software environment. Practical sig-
nificance.The application of the developed simulation model and dependability analysis tool 
at the design stage enables due evaluation of the quality of the produced fault tolerant re-
coverable system in terms of dependability and choose the best architectural solution, which 
has a high practical significance. 
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Introduction

Out of [1–3] dedicated to the analysis of effects in 
semiconductor structures exposed to radiation follows that 
a highly-energized particle hitting a MOS transistor can 
cause the ionization of the gate area of the semiconductor. 
Due to that, the output of a gate that includes a transistor 
may produce as short false signal (voltage pulse), of which 
the duration is usually within 1 to 2 ns. In the context of 
today’s nanotechnology-based integrated circuits such 
induced false pulses present a danger, since their charac-
teristics are comparable with those of the useful signals 
and can cause distortions of information in the computer 
system. 

If the false pulse changes the state of a trigger or another 
storage element, the event usually called soft error occurs. It 
consists in the fact that from the dependability point of view 
it can cause a failure, since a change in the internal state of 
system’s memory affects its operation. At the same time, the 
equipment in this case remains operational, which means 
that the state of the system can be recovered by overwriting 
distorted data with correct ones.

Studies in the area of improvement of radiation dura-
bility of information management systems [4-6], includ-
ing those conducted by a group of researchers of the 
St.Petersburg State Polytechnic University [7-11], show 
the introduction of periodic recovery facilities is the solu-
tion that enables a qualitative improvement of a system’s 
resistance to soft errors. 

The operation of such self-repairing systems has a 
number of distinctive features that affect the method of 
evaluation of their dependability and make the conven-
tional methods of dependability analysis hardly applicable 
[12-16]. Dependability analysis for such systems is of 
utmost importance in the design process, as occasional 
soft errors are essentially part of their normal opera-
tion. Consequently, the design of this type of systems is 
impossible without detailed estimation of dependability 
that allows evaluating the quality of the structure under 
development. For this reason the development of new 
models and methods of dependability analysis that would 
cover the distinctive features of the self-repaired systems 
resistant to soft errors is now a relevant task.

Conventional analytical models 
of dependability of computer systems 
and their limitations

Over the years of dependability theory development 
many models and methods of dependability analysis 
were constructed. Most of them are geared towards the 
solution of the following practical problem: provided that 
a certain hardware system operates in stationary mode, 
when, with time, its individual components randomly fail, 
to estimate the system’s time to failure and to identify 
the most structurally important components in terms of 
dependability.

However, when conducting dependability analysis, 
systems with periodic recoverythat operate in conditions 
of regular soft errors, the following features must be taken 
into consideration:

• the mechanism of memory state recovery implies that 
the distorted information bits are periodically rewritten. 
Obviously, recovery does not occur randomly, but at deter-
mined moments in time;

• the analyzed systems are hardware and software sys-
tems, in which the software component (computational 
process) often defines their operation. The hardware 
component, in turn, can be considered as a resource 
that must be in a operable state at the moment the 
computational process refers to it. Besides the primary 
computational process, there is a recovery process that 
at specific moments also requests access to the resource 
(memory).

Both of the above features complicate the require-
ments for the design of highly dependable systems. On 
the one hand, the designer must ensure the shortest pos-
sible period of recovery in each of the system’s units. On 
the other hand, the recovery process must not block the 
resources required by the primary computational proc-
ess. These contradictory requirements must be taken into 
consideration both during system design (synthesis) and 
it dependability analysis: having information on the op-
erating algorithm of the primary computational process, 
the maximum permissible period of recovery in the units 
can be defined and dependability of the designed system 
can be estimated subject to the specified conditions. If the 
dependability requirements are not observed, as early as at 
the design stage the system architecture must be modified 
in favour of additional dependability improving solutions 
[7]. Under this approach the dependability analysis is the 
tool of a fault-tolerant system synthesis. 

In practice, the following conventional analytical methods 
of dependability estimation are used:

1) combinatory estimation.
For a recoverable hardware unit with a fixed recovery 

period, the possible combinations of events (component 
failures) and the effects of such events on other connected 
components are analyzed. As the result, a probability func-
tion is constructed that connects the failure rates of the 
unit’s components with the failure rate of the unit itself. For 
generic structures the formula is known in advance and it is 
sufficiently simple to substitute into it the parameters failure 
occurrence and moments of recovery [13]. This estimation 
procedure dictates a limited number of considered events 
occurring over the recovery period, in order to consider-
ably reduce the number of analyzed combinations and thus 
simplify the final expression, which causes a growing error 
in the results.

2) Markovian model
If the combinations of component failures that occurred 

in the system are identified as system states, and all the 
failure and recovery events are associated with transi-
tions between such states, the system can be represented 
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as a Markovian model. In this case the result is obtained 
by solving a system of Chapman-Kolmogorov algebraic 
equations[16]. The moments of all transitions must follow 
the exponential law of random distribution, which causes 
error that can be quite considerable [12]. Also, as the number 
of system components grows, the number of states in the 
model increases greatly.

3) logical and probabilistic method.
The logical and probability function of the system oper-

ability is constructed by well-known methods [17,18]. Its 
construction is also bound by limitations on the distribution 
law of failure and recovery moments typical to the applica-
tion of the Markovian model.

Since all the above methods have limitations in terms of 
the analyzed systems, cause errors in estimation results, as 
well as are quite tedious in practice,it appears to be advis-
able to develop software tools that would enable automated 
dependability evaluation of systems with periodic recovery 
after soft errors. 

Simulation model of dependability  
of a recoverable computer system

Since the analyzed systems have fairly complicated 
behaviour, it appears that simulation models, rather than 
analytical evaluation methods, are more applicable in their 
dependability assessment. At the same time, the use of 
general-purpose simulation models (such as the Petri nets) 
does not appear to be practically applicable, as it requires sig-
nificant labour contributions from the user (system designer) 
in order to construct an adequate model. A specialized simu-
lation model that would operate such dependability theory 
terms as “failure”, “recovery”, but would allow simulating 
a wide range of structures, seems to be appropriate. The 
software tools that operate this model must automatically 
calculate the desired dependability characteristics, such 
as the operability function and mean time to failure. This 
approach will enable quick modifications of the simulation 
model and recalculation of dependability characteristics 
subject to their changes, which is especially important at 
the design stage.

For this purpose the author has developed a dependability 
simulation model that is based on the representation of the 
system as an oriented state graph that contains the following 
basic elements:

• states that are defined by the set of failed components. 
Each state is classified as operable or inoperable (in this case 
states of “soft”, i.e. recoverable error and unrecoverable error 
should be distinguished);

• transitions between states that usually occur in case 
of soft errors or unrecoverable failures or recoveries after 
soft errors.

Transitions between states may occur either at random or 
determined moments in time. Therefore, for each transition, 
a distribution law of the random value of occurrence (normal 
distribution, exponential distribution or determined moment 
of occurrence) and distribution characteristics (event rate) 

are defined. In the process of simulation, the events associ-
ated with the state (that occur a certain time upon transition 
into such state) and those not associated with a specific event 
must be distinguished. For example, the moment of recovery 
is not associated with the current state, as it occurs with a 
fixed rate independent of the moment of failure of any ele-
ment that caused the system’s transition into the current state. 
For the simulation of such events, a special entity called the 
Global Events Generator was introduced at model level. It 
contains the description of the rules occurrence of all events 
that do not depend on the current state of the system.

The analyzed system may contain a significant number of 
elements, and each state of the simulation model in general 
is based on the sum of the states of all of its elements. This 
causes a significant growth of the number of states and 
complication of the model. In order to solve this problem, 
the model may be described not as a single state graph, but 
in the form of a network consisting of multiple graphs. 
Transitions in each graph of this network may occur:

• due to an event associated with the current graph 
state;

• upon reception of signal from the Global Events Gen-
erator;

• upon occurrence of an event in another graph of the 
network (such events are called external).

In order to define the condition, under which the system 
is considered inoperable, in the model, parameter Health 
Function must be defined. The health function in the con-
text of the simulation model is represented in the form of 
enumeration of graphs that must be in operable state for the 
system to be deemed operable.

The software tool developed by the author that operates 
this simulation model works as follows. The description of 
the simulation model (network of graphs) loads from xml 
files, after which the number of experiments specified in 
the models’ parameters is performed. In the course of each 
experiment, the occurrence of random and determined events 
described in the model is simulated, and the time to system 
failure (moment, when at least one of the graphs enumerated 
in the operability function is inoperable) is measured. Since 
the experiment simulates random events, the estimate is also 
a random value. In order to evaluate the estimation error, 
the specified number of experiments (model parameter) is 
simulated, based on which the standard deviation of the 
estimate’s random value is calculated. Provided the scope 
of statistics collected out of experiment results is sufficient, 
the probability function of system operability of time can 
be evaluated.

An example of application of the 
simulation model for dependability 
evaluation of a recoverable unit 
of a computer system

As an example, let us evaluate the time to failure of a unit 
of an information management system that operates with the 
clock cycle T and has the following structure:
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A1, A2 are functional modules, each of which is triplexed 
and majorized in order to improve the dependability, as 
well as have inbuilt mechanisms that ensure recovery of 
the module’s state at each cycle (with the frequency 1/T). 
The modules ensure setting of output signals O1 and O2 
respectively.

V1, V2 are voting components that ensure setting of 
correct input data I1 and I2 for components A1 and A2 per 
2-out-of-3 voting rule.

O1, O2 are output signals of the unit, of which the cor-
rectness determines the operability of the whole unit. Since 
A1 and A2 are triplexed and majorized, the data of the cor-
responding outputs O1 and O2 become incorrect if 2 and 
more instances of modules A1 and A2 are inoperable. As 
long as only one instance is exposed to soft error, the module 
is in the degraded state, but this does not affect the system’s 
operability in general.

The unit is affected by a flow of soft errors, as the result 
of which the triplexed instances of modules A1 and A2 ran-
domly turn into inoperable state about every hundredth cycle 
(i.e. with the known frequency 1/100Т). At the moment of 
recovery all the degraded instances A1 and A2 turn into the 
initial operable state. Majority elements are not affected 
by soft errors, since they do not have memory elements, 
of which the state can be distorted. However, they can be 
the source of short false pulses (with the known frequency 
1/1000Т) that, in turn, can cause soft errors in A1, A2.

The simulation model for this example has the following 
visual representation (Figure 2):

In Figure 2, individual graphs included in the simulation 
model are shown with dotted lines. Same-type graphs with 
identical structure (triplexed modules A1, A2) are grouped 
with the dual dotted line. In each graph, the thin contour 
circles designate operable states, the thick contour circles 
designate the inoperable states. The transitions between 
states are shown with arrows that connect the states. An 
arrow entering a transition designates the condition of 
such transition. It may be a transition that occurred in the 
current graph or a transition in another graph or Global 
Event Generator events (wide arrow). If a transition does 
not have incoming arrows, that means it only depends on 
the current state in the graph and is not governed by any 
external events.

Let us examine the model’s operating principle using 
the example of the A1 unit. Primitive graph V1 that has 
the only state OK simulates the operation of voter V1 
that is the source of error V1Fault that affects both the 
module A1 and A2. This transition, in turn, generates the 
event A1Fault. In graph O1 that simulates the state of the 
output line O1, transition to state DIST occurs, indicating 
that one of the triplexed instances of A1 is inoperable. 
Let us note that after this one of the instances of graph 
A1 that was affected by an error retains the inoperable 
state ERR and stops being the source of errors for O1. 
The occurrence of the recovery event REC transfers both 
the inoperable instance A1, and O1 into the state OK. The 
error in O1 will occur only if the event A1Fault occurs 
twice over the recovery period, in other words, if two dif-

Figure 2. Visual representation of the simulation model

Figure 1. Analyzed unit of information management system
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ferent instances of module A1 become inoperable during 
the recovery period. The event model for module A2 is 
built in the same way.

Obtaining numerical estimations requires specifying in 
the model the parameters of transitions and global events. 
In the text description of model (in the xml format) this is 
done as follows:

 <topLevelDescription>
    <globalEvents>
        <event eventName=”REC” distribu-

tionType= 
          “CONSTANT” intensity=”1.0”/>
    </globalEvents>
    <healthFunction parameters=”O1,O2”/>
    <graphs>
        <graph filePath=”voter1.gr” 
         graphName=”V1”/>
        <graph filePath=”voter2.gr” 
        graphName=”V2”/>
        <graph filePath=”A1.gr” 
        graphName=”A1[1..3]”/>
        <graph filePath=”A2.gr” 
        graphName=”A2[1..3]”/>
        <graph filePath=”O1.gr” 
        graphName=”O1”/>
        <graph filePath=”O2.gr” 
        graphName=”O2”/>
    </graphs>
</topLevelDescription>

The globalEvents section describes the events generated 
by the global events generator. Each event (this applies not 
only to global events, but also to transitions in the graph) 
is defined by an “event” record that contains the following 
parameters:

• eventName, the name of the event in the model;
• distributionType, the distribution law of the random 

event of the moment of occurrence (CONSTANT, deter-
mined with specified frequency, EXPONENTIAL, expo-
nential with specified intensity, GAUSSIAN, normal with 
specified intensity);

• intensity, specifies the intensity of the occurrence of 
the event distributed over the exponential and normal dis-
tribution laws. For deterministic events, the period between 
events is fixed.

HealthFunction defined the operability function. In its 
only parameter (parameters), separated by commas, are 
given the names of graphs that must be operable in order 
for the system to be deemed operable.

The graphs section specifies the list of graphs included in 
the simulation model. To each graph corresponds a record 
of the type graph with filePath parameters (path to the xml 
file that contains the graph description) and graphName 
(name of the graph). If a model contains several identical 
graphs (in the example at hand those are triplexed modules 
A1 and A2), structures of the type A1[1..3] can be specified 
as graph name, as the result of which the model will use 3 
graphs with the names A1[1], A[2], A[3]. 

Given the fault parameters used in this example (soft 
errors rate of the A1 and A2 modules equals 1/100Т), and 
taking the modules’ operating cycle as the measurement 
unit, the description of graph A1 is as follows:

<description>
    <states>
        <state name=”OK” isfail=”false” 
         initialProbability=”1.0”/>
        <state name=”ERR” isfail=”true” 
         initialProbability=”0.0”/>
    </states>
    <links>
        <link firstNode=”ERR” 
         lastNode=”OK” eventName=”REC”/>
        <link firstNode=”OK” lastNode= 
         “ERR” eventName=”V11Fault” 
         generateBefore=”A1Fault”/>
        <link firstNode=”OK” lastNode= 
         “ERR” intensity=”0.01” 
         distributionType=”EXPONENTIAL” 
         generateBefore=”A1Fault”/>
    </links>
</description>

The description consists of a list of graph states and 
links. Each state has a name, an indication of operability 
(isFail) and probability of the graph being in this state 
at the start of simulation (sum of these probabilities for 
all graph states must be equal to 1). Each link has the 
same parameters as the Global Events Generator events. 
Additionally, outgoing (firstNode) and incoming (last-
Node) states and the name of the external event that is 
additionally generated at the moment of this transition (in 
the generateBefore parameter, if the external event must 
be generated before the transition in the current graph, 
or in the generateAfter parameter, if the external event 
must occur after transition).The names of the states and 
events used in the description of the model correspond 
to those used on Figure 2.

By launching a calculation procedure for 1000 experi-
ments we obtain the following result (in device operation 
cycles):

Mean time to failure = 1202.5 (cycles);
Result error: ± 37.3 (cycles).
Thus, the mean time to failure was estimated of a compu-

ter system unit that consists of recoverable structural blocks.
The comparison of the quality of the results of dependability 
analysis of recoverable units obtained using a simulation 
model and conventional methods of dependability analysis 
is examined in [12].

The considered simulation model is applicable for the 
assessment of recoverable units with complex behaviour 
and recovery. It is incorporated into the Digitek Reli-
ability Analyzer dependability analysis software [19]. 
At the same time, beside such units, a hardware and 
software system includes base blocks, such as batteries, 
clock speed generators, fuses, etc. The evaluation of such 
elements’ effect on the dependability is more easily done 
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by conventional methods. For that reason, when Digitek 
Reliability Analyzer is used, it is suggested analyzing 
complex recoverable units with the aid of a simulation 
model, then using a higher level dependability model that 
contains both the basic hardware elements and complex 
recoverable units represented as a “black box”. The input 
parameters are the dependability characteristics of reli-
ability previously calculated using the simulation model. 
Dependability calculation using the upper level model 
in Digitek Reliability Analyzer is performed logical and 
probabilistic methods and allows obtaining accurate 
analytical estimates.

As an example, let us examine a system containing a 
redundant recoverable unit (Figure 1), of which the depend-
ability was evaluated above using a simulation model, and 
the connected hardware units. The structural diagram of 
the device’s dependability developed in Digitek Reliability 
Analyzer is as follows (Figure 3).

The structural diagram (Figure 3) contains two instances 
of the previously analyzed recoverable unit (MOD1, 
MOD2) with connected power supply (3.3V) and system 
clock generator (CLK1). Outputs MOD1 and MOD2 are 
connected to the switch GATE that ensures correct data 
setting of the destination workstation (WORK) as long as 
at least one of the modules MOD1, MOD2 operates. The 
operation of the GATE element required a power supply 
(3.3 V...). The system is considered operable as long as 
workstation WORK operates, which requires the avail-

ability of undistorted data in the data line from the switch 
(GATE), operability of the 5 V power supply and absence 
of own internal failures.

For each of the elements of the structural diagram 
parameters of its own internal failures are set. For the 
elements MOD1 and MOD2 values re used that were 
calculated using a simulation model (mean time to 
failure of MOD1 and MOD2 equals 1202.5 cycles). 
The dependability of the system clock generator and 
power sources can be found in the respective technical 
specifications. Next, using DigitekReliability Analyzer 
the probability function of system operability P(t) is 
automatically calculated. Its graph is shown in Figure 4 
(time t is expressed in the number of cycles of modules 
MOD1, MOD2). 

The vertical line in Figure 4 shows the mean time to 
system failure (approximately 725 cycles). In order to 
evaluate the contribution of individual components to this 
value, the software measures the structural significance of 
each of them. It is shown next to the right lower corner 
of the component (Figure 3), lies within the range from 
0 (most insignificant components in terms of depend-
ability) to 1 (most significant components in terms of 
dependability) and depends on the current time and input 
characteristics of units dependability. The greater is the 
value of structural significance, the greater “increase” in 
system dependability is ensured by the growth of such 
unit’s dependability. For the example under consideration 

Figure 4. Calculated operability function of information system

Figure 3. Structural diagram of information system dependability
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(Figure 3) the switch (GATE) has the highest structural 
significance equal to 1. The recoverable modules MOD1, 
MOD2 have a structural significance three times smaller 
(0.33). This means that in order to further improve the 
dependability of the system, most likely, the fault toler-
ance of the switch should be increased first. After that, 
the dependability characteristics must be recalculated and 
the result evaluated: the mean time to failure must grow, 
while the structural significance of the units redistribute 
(the switch will cease to be the most important element). 
This information enables the designer to evaluate the 
quality of the current solution and choose the further 
direction to improved dependability through modification 
of system architecture.

Conclusion

The simulation model of structurally-complex systems 
dependability developed by the author enables automated 
evaluation of the dependability of recoverable hardware 
and software systems with complex operation algorithms. 
Its application is especially relevant in the process of design 
of information management systems that operate under 
conditions of regular soft errors (e.g. due to adverse radia-
tion conditions).

The developed simulation model allows describ-
ing the system’s reactions to random events, failures 
(non-recoverable and recoverable) in its components, 
as well as non-random events that occur in accordance 
with the computational algorithm or as the result of 
operation of the built-in self-repair mechanisms. The 
simulation model has a sufficient level of abstraction 
for the description of a wide range of systems. At the 
same time, its storage format allows developing user 
representations of the model that are more convenient 
for system designers.

The use of the simulation model for dependability evalua-
tion of the most complex units alongside well-known analyti-
cal methods for dependability analysis of the overall system 
structure allows facilitating the design of highly dependable 
radiation resistant systems by incrementally providing the 
system developer with information required for the selection 
of the best architecture that meets the specified dependability 
requirements.
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