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Functional safety. The theory and practice

Goryainov A.V., Zamyshlyaev A.M., Platonov E.N.

ANALYSIS OF THE INFLUENCE OF FACTORS  
ON DAMAGE CAUSED BY TRANSPORT ACCIDENTS  
USING REGRESSION MODELS1

The paper analyzes accidents on transport. It offers to use regression analysis methods to analyze the 
impact of various factors on traffic safety. The authors propose to apply a model of the dependence of 
damages caused by transport accidents on a set of negative factors that influence its occurrence. A non-
linear regression model with discontinuity is applied for construction of the model. The model is constructed 
to obtain data on actual or predictable levels of train traffic safety. These data are necessary to assess the 
adequacy of measures aimed at ensuring the standard safety level to minimize the resources allocated to 
the tasks of safe train operations, including justification of priorities in the allocation of resources. In the 
paper, we consider two examples. The first example shows the results of calculations based on real data 
about accidents on the USA railways. The second example is constructed using the results of computational 
simulation of the degree of damage and factors.
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Introduction 

It is known that train traffic safety is one of the priorities for railway transportation. The Federal Law 
“About Railway Transport in the Russian Federation” defines train operation safety as a condition of stability 
of the transportation process, wherein there is no unacceptable risk of accidents and their consequences 
entailing damage to life and health, to environment and to property of individuals and legal entities.

The study [1] offers a method of assessing a risk level of occurrence of railway accidents based on their 
relation to factors affecting their occurrence. Various methods of analysis of railway safety are presented 
in [2 – 7]. When analyzing railway safety, in addition to the probability of an accident occurrence, the size 
of damage that is caused by this accident should be considered. For the analysis of damage, it is offered 
to use regression analysis methods [8, 9].

1. Damage analysis caused by transportation accidents
The need to consider the size of damage can be seen from the histogram of damage (see Fig. 1) caused 

by delays of trains on the USA railway transport in 2010 [10].

1 The research has been made with RFFI’s financial support.
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It can be seen that the damage is very different from an accident to an accident, so record keeping of 
traffic accidents as equal observations may lead to the fact that we will take action to reduce the number 
of accidents, the damage from which is small. This will happen because the number of accidents with 
insignificant damage is much higher than that of accidents with great damage, while the total damage from 
accidents with little damage is much less. The picture is similar for other types of transport accidents.

Fig.1. Histogram of damage from train delays

The value of damage can be taken into account if we build a regression dependence on a set of factors. 
Such models are widely used in the analysis of transport safety [3-7].

Let X be a scalar variable describing the size of damage caused by transport accident of some kind. 
This may be the damage from a train derailment, a side collision of trains, train arrival delays, etc.

We assume that X depends on m-dimensional vector F of some factors in the sense that the change of 
the vector F causes some definite changes of the value X.

The latter assumption can be mathematically represented in the form of functional dependence

  (1)

where f(F) is a numerical function that depends on m variables.
One of the major tasks is to solve the problem related to definition of the function f(F) that describes 

the relationship between the variable X and variables F as a result of observations of X and F.
Suppose that we have an opportunity to get simultaneous observations  nk ,,1=  of X and F 

in n trials.
Remembering that we introduced the above relationship between X and F, the relation between the 

results of individual observations can be presented as

 ( ) , 1, , ,k k kX f F k n= + = ε  

where kε  is a random error (noise) of the k-th observation.
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If we manage to construct a good approximation to the unknown function f(F), then we will have an 
opportunity to analyze a possible value of accident damage using the value of an observed or supposed 
vector of factors F. We will be able to understand which factors have the greatest effect on the value of 
damage, and therefore focus on countermeasures against these factors.

Of course, without any prior agreements about a possible form of the function f(F), the problem of its 
reconstruction based on observations whose number is finite, could be almost impossible. It is usually 
assumed that the function f(F) is linear on variables mFF ,1  [8,9].

Let us consider the linear function ( )Ff  and thus a linear regression model:

 ( ) mmFFFFf θθθθθ ++++= 22110, , 

where  is a vector of unknown parameters.

2. Regression model with discontinuity 

Let us consider a piecewise linear model or regression model with discontinuity as an alternative to a 
linear function [9, 11, 12]:

 
  (2) 

where ,  are unknown parameters of the model, b is an unknown 
discontinuity point of the function ),,,( Fbf βα .

We’ll look for estimators of unknown parameters as the solution for optimization problems with a 
quadratic loss function:

 

 

(3)

The estimator  is called as the estimator of the least-squares method and is defined analytically [8]. 
To construct estimators in a piecewise linear model, iterative numerical methods such as quasi-Newton 
methods are used [8, 9].

As an example of the application of these models, we shall consider the task of reconstructing damage 
dependence on train delays using the U.S. railway transport data as of 2010 [13].

Let us consider the following set of factors:
1F  is Fahrenheit temperature, 2F  is illumination, 3F  is weather conditions, 4F  is train speed at the 

moment of a transport accident, 5F  is train tonnage.
There are totally 1546 observations.
A linear regression model turns out to be inadequate and poorly corresponds to the observed values. For 

this model, the coefficient of determination [ ]1;02 ∈R  is set only to 0.612, while the value of the quadratic 
loss function (3) is 4.05 times greater than that for a non-linear model. The coefficient of determination 
indicates the extent to which the considered model “better explains” the value of X than a trivial model 
(i.e. X is independent of explaining variables and 0θθ = ). The closer 2R  is to 1, the greater superiority 
our regression has over trivial regression. And vice versa, if 2R is close to zero, this means that a linear 
regression model poorly describes the variable X to be explained.
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Let us present the results of estimation for a piecewise linear regression. We have applied the quasi-
Newton method [11,12] to obtain the following results:

 . (4)

The estimation accuracy can be characterized by the value of the explained variance [ ]1;0∈D  and the 
coefficient of determination 2R , and the closer these values are   to one, the better the chosen function f(F) 
explains the observations.

For our model, these characteristics are set as .919,0,845,0 2 == RD
It is evident that the estimates of the regression parameters differ considerably for accidents with damage 

less than a million dollars and those with damage more than a million dollars.

Unfortunately, the available statistics does not contain detailed information on the importance of factors 
such as the technical condition of a train, railroad bed and facilities, staff skills, etc. Therefore, it does not 
seem possible to construct an adequate regression model of the influence of factors on the size of damage 
caused by train delays for the U.S. railway network.

3. Computational simulation of factors

In order to overcome the shortcomings of the available real statistics, we shall carry out computational 
simulation of factors affecting the occurrence of transport accidents, as well as the size of damage from 
these accidents. The simulation can be considered as a basis for future monitoring of the factors. After 
monitoring, the models of factors are refined, then using these models, the damage model is constructed 
that can later be used in two ways.

When the actual number of observations is not sufficient for construction of an adequate model of 
system operation, the “historical” simulation is carried out and the constructed model can be used to 
increase the sample size.

Construction of predictive values of damage for the current values of factors and predictive values of 
damage for the theoretical values of factors will allow us to analyze the general safety situation and to 
make recommendations on the most problematic factors affecting the level of traffic safety.

Factors that may cause a transport accident are simulated as random time functions, independent of each 
other. For each factor, we identify a critical level, above which the factor becomes a significant hazard. 
Random lengths of time during which its value above (below) the critical level (i.e. time of waiting for a 
factor to cross the critical level), have an exponential distribution with its own parameter for each of the 
factors. In case the value of one or several factors simultaneously exceeds the critical level within a certain 
time interval, this is supposed to be able to lead to a railway accident with some probability. Expectation 
time of an accident (also a random variable with an exponential distribution) is modeled for each such 
time interval. The distribution parameter depends on which factors have exceeded the critical value, in 
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other words, for each combination of factors there is its own occurrence rate of accidents. The accident 
is considered as occurred if expectation time was shorter than the time interval under consideration (i.e. a 
random variable hit the segment on which the values of considered factors exceeded the critical ones).

To simplify the simulation of factors, three models have been proposed.

1) Piecewise-linear «zigzag» function. Local maximums are the middle intervals of time, on which the 
value of factor exceeds the critical one; the local minimums are the middle intervals of time, on which 
the value of factor is below than the critical one. 

Fig.3. Factor of the first kind

Fig. 3 shows the function graph simulating the behavior of the first type factor. This kind of factor can 
be used to simulate weather conditions and other natural factors

2) Piecewise constant function. On segments for which the value of a factor is above the critical one, 
the value of a factor is a random variable identically distributed on the segment from the critical value 
up to 100. On segments for which the value of factor is below the critical one, the value of factor is a 
random variable identically distributed on the segment from 0 up to the critical value.
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Fig.4. Factor of the second kind

This kind of function can characterize factors responsible for equipment condition. The value of a factor 
remains consistently below the critical level until some event leads to jump deterioration in its condition. 
After that the state of the equipment remains the same till the fault is eliminated.
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3) The third type of factors are simulated in a similar way, however in this case the dependence is not 
piecewise constant but is piecewise linear. At the beginning of each interval, as in the previous case, the 
factor possesses the value identically distributed on the interval from the critical level to 100 or from 0 
to the critical level, and then increases linearly with a random angular coefficient (a random value with 
identical distribution between 0 and π/6).
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Fig.5. Factor of the third kind

This type of factor can be used for simulating the condition of rolling stock and railroad bed, as well as 
human factors. Discontinuities correspond to breakdowns and repairs, and the slow growth corresponds 
to gradual wear and tear of equipment.

4. Simulation of damage caused by a transport accident

Because of the lack of a large array of real data about accidents on Russian railways, the size of damage 
was calculated based on statistical data on railway accidents in the United States. The damage is modeled 
as a linear combination of factors with additive interference (noise). The noise is simulated based on an 
estimator of the distribution law of residuals for construction of the damage model using statistical data 
on accidents in the United States.

Denote a random variable whose distribution of density f(x) we want to estimate, as X. The estimator 
of the probability density is computed as follows

where iX  is observation of the random variable X, n is a sample size, h is a window width, K (z) is a 
kernel function. This estimator is often called a Rosenblatt-Parzen estimator [16, 17].

A kernel function can be selected at fairly wide ranges. This function is primarily responsible for 
smoothness and differentiability of the estimator . In our case, the kernel function was chosen as a 
standard Gaussian density
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Unlike selection of a kernel function, selection of the window width h is a key problem in the construction 
of the kernel estimator . There are different ways to choose a window width, and they are widely 
covered in the literature [18]. In our case h is selected by a method of substitution.

The final distribution for noise was obtained as follows: 
- We constructed the estimator of damage density distribution according to the U.S. data;
- Then we simulated the sample implementation corresponding to a random value with density ;
- We constructed linear regression of damage from the values   of factors (the implementation of factors 

was simulated according to the previously described algorithm);
- The residuals for the constructed regression were computed;
- Base on obtained residuals, we constructed a kernel estimator of noise density distribution ;
- The final damage is modeled as a linear combination of factors with given coefficients plus 

implementation of a random quantity with density .

Fig.6. Kernel estimation of damage distribution according to the U.S. data 

5. An example of simulation

Let us consider a linear model of observation

,,,122110 nkFFFX kmmk  =+++++= εθθθθ

where kX  is damage due to the k-th accident, iF  is a factor influencing the occurrence of a transport 
accident and the size of damage, iθ  is unknown parameters, kε is random noise.

Let us simulate 260 observations with parameter values   of a linear model as
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Estimation of linear regression parameters using the least squares method is

 

The coefficient of determination is , which means poor accuracy of a linear model.
Now, based on the observations we’ll construct a regression model with a discontinuity point:

  

Characteristics of estimation accuracy are D = 0,54, R2 = 0,74.
The sums of squared residuals for an ordinary linear model are 9 times greater than those for a model 

with discontinuity.

Now we shall model other 40 observations with the same values of coefficients as before and construct 
prediction of damage using a model with discontinuity.

In prediction using the model with a discontinuity point, it is necessary to decide, which part of the 
regression the observations relate to, as we do not have the value of damage and we cannot use the value 
 to select a vector  or . To solve this problem, you can take advantage of the following algorithm.

1. Divide the available observations into two groups. The first group includes those sets of values of 
factors for which the damage kY  is less than the value . The second group includes sets of values of 
factors for which the damage kY  is greater than or equal to the value .

2. Calculate for each factor a sample mean on the sets from the one group ,1 1

1
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F ,,,1 mi =

where 1n is the number of observations in the first group, kiF ,  is the values of a factor with the number i in the 
k-th observation. Sample means  for the second group are computed in a similar way.

3. When constructing the prediction of damage for observations with the values of factors ,  
estimators  are chosen for observations belonging to the first group, and estimators  are chosen for 

those belonging to the second group. Observations belong to the first group if ,  

and to the second group if . 

Let us compute a relative prediction error compared to the real values of damage that were also 
simulated. Denote the prediction as X~ , then the value of the error for one observation X is defined by the 

formula .
~

X

XX −
=∆
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Let us now compute the mean relative error of prediction for 40 observations of factors 

This value for the model with a point of discontinuity amounted to 0.15. Percentage of errors in selecting 
a group, where observations belong to, amounts to about 5%. The linear model loses much as regards a 
mean relative error. For this model it amounted to 0.52.

It should be noted that the accuracy of prediction values for the group with large sizes of damage is 
noticeably lower than the accuracy of prediction for observations of the first group. If you build predictions 
using only the estimators , the relative error will make up 0.17. Further research may be focused on the 
fact that after separation of observations into two groups one should think over the way how to change 
the method of constructing a model for observations with large sizes of damage.
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